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Abstract : Harris Markov chains make their appearance in many areas of statistical modeling, in particular in time series analysis. Recent years have seen a rapid growth of statistical techniques adapted to data exhibiting this particular pattern of dependence. In this paper an attempt is made to present how renewal properties of Harris recurrent Markov chains or of specific extensions of the latter may be practically used for statistical inference in various settings. When the study of probabilistic properties of general Harris Markov chains may be classically carried out by using the regenerative method (cf [82]), via the theoretical construction of regenerative extensions (see [62]), statistical methodologies may also be based on regeneration for general Harris chains. In the regenerative case, such procedures are implemented from data blocks corresponding to consecutive observed regeneration times for the chain. And the main idea for extending the application of these statistical techniques to general Harris chains $X$ consists in generating first a sequence of approximate renewal times for a regenerative extension of $X$ from data $X_1, \ldots, X_n$ and the parameters of a minorization condition satisfied by its transition probability kernel, and then applying the latter techniques to the data blocks determined by these pseudo-regeneration times as if they were exact regeneration blocks. Numerous applications of this estimation principle may be considered in both the stationary and nonstationary (including the null recurrent case) frameworks. This article deals with some important procedures based on (approximate) regeneration data blocks, from both practical and theoretical viewpoints, for the following topics: mean and variance estimation, confidence intervals, $U$-statistics, Bootstrap, robust estimation and statistical study of extreme values.
1.1 Introduction

1.1.1 On describing Markov chains via Renewal processes

Renewal theory plays a key role in the analysis of the asymptotic structure of many kinds of stochastic processes, and especially in the development of asymptotic properties of general irreducible Markov chains. The underlying ground consists in the fact that limit theorems proved for sums of independent random vectors may be easily extended to regenerative random processes, that is to say random processes that may be decomposed at random times, called regeneration times, into a sequence of mutually independent blocks of observations, namely regeneration cycles (see [82]). The method based on this principle is traditionally called the regenerative method. Harris chains that possess an atom, i.e. a Harris set on which the transition probability kernel is constant, are special cases of regenerative processes and so directly fall into the range of application of the regenerative method (Markov chains with discrete state space as well as many markovian models widely used in operational research for modeling storage or queuing systems are remarkable examples of atomic chains). The theory developed in [62] (and in parallel the closely related concepts introduced in [6]) showed that general Markov chains could all be considered as regenerative in a broader sense (i.e. in the sense of the existence of a theoretical regenerative extension for the chain, see § 2.3), as soon as the Harris recurrence property is satisfied. Hence this theory made the regenerative method applicable to the whole class of Harris Markov chains and allowed to carry over many limit theorems to Harris chains such as LLN, CLT, LIL or Edgeworth expansions.

In many cases, parameters of interest for a Harris Markov chain may be thus expressed in terms of regeneration cycles. While, for atomic Markov chains, statistical inference procedures may be then based on a random number of observed regeneration data blocks, in the general Harris recurrent case the regeneration times are theoretical and their occurrence cannot be determined by examination of the data only. Although the Nummelin splitting technique for constructing regeneration times has been introduced as a theoretical tool for proving probabilistic results such as limit theorems or probability and moment inequalities in the markovian framework, this article aims to show that it is nevertheless possible to make a practical use of the latter for extending regeneration-based statistical tools. Our proposal consists in an empirical method for building approximatively a realization drawn from a Nummelin extension of the chain with a regeneration set and then recovering "approximate regeneration data blocks". As will be shown further, though the implementation of the latter method requires some prior knowledge about the behaviour of the chain and crucially relies on the computation of a consistent estimate of its transition kernel, this methodology allows for numerous statistical applications.

We finally point out that, alternatively to regeneration-based statistical methods, inference techniques based on data (moving) blocks of fixed length
may also be used in our markovian framework. But as will be shown throughout the article, such blocking techniques, introduced for dealing with general time series (in the weakly dependent setting) are less powerful, when applied to Harris Markov chains, than the methods we promote here, which are specifically tailored for (pseudo) regenerative processes.

1.1.2 Outline

The outline of the paper is as follows. In section 2, notations are set out and key concepts of the Markov chain theory as well as some basic notions about the regenerative method and the Nummelin splitting technique are recalled. Section 3 presents and discusses how to practically construct (approximate) regeneration data blocks, on which statistical procedures we investigate further are based. Sections 4 and 5 mainly survey results established at length in [8], [9], [10], [11]. More precisely, the problem of estimating additive functionals of the stationary distribution in the Harris positive recurrent case is considered in section 4. Estimators based on the (pseudo) regenerative blocks, as well as estimates of their asymptotic variance are exhibited, and limit theorems describing the asymptotic behaviour of their bias and their sampling distribution are also displayed. Section 5 is devoted to the study of a specific resampling procedure, which crucially relies on the (approximate) regeneration data blocks. Results proving the asymptotic validity of this particular bootstrap procedure (and its optimality regarding to second order properties in the atomic case) are stated. Section 6 shows how to extend some of the results of sections 4 and 5 to V and U-statistics. A specific notion of robustness for statistics based on the (approximate) regenerative blocks is introduced and investigated in section 7. And asymptotic properties of some regeneration-based statistics related to the extremal behaviour of Markov chains are studied in section 8 in the regenerative case only. Finally, some concluding remarks are collected in section 9 and further lines of research are sketched.

1.2 Theoretical background

1.2.1 Notation and definitions

We now set out the notations and recall a few definitions concerning the communication structure and the stochastic stability of Markov chains (for further detail, refer to [72] or [60]). Let \( X = (X_n)_{n \in \mathbb{N}} \) be an aperiodic irreducible Markov chain on a countably generated state space \((E, \mathcal{E})\), with transition probability \( \Pi \), and initial probability distribution \( \nu \). For any \( B \in \mathcal{E} \) and any \( n \in \mathbb{N} \), we thus have

\[
X_0 \sim \nu \text{ and } \mathbb{P}(X_{n+1} \in B \mid X_0, ..., X_n) = \Pi(X_n, B) \text{ a.s. .}
\]
In what follows, $\mathbb{P}_x$ (respectively $\mathbb{P}_x$ for $x$ in $E$) will denote the probability measure on the underlying probability space such that $X_0 \sim \nu$ (resp. $X_0 = x$), $\mathbb{E}_\nu(\cdot)$ the $\mathbb{P}_\nu$-expectation (resp. $\mathbb{E}_x(\cdot)$ the $\mathbb{P}_x$-expectation), $\mathbb{1}\{A\}$ will denote the indicator function of the event $A$ and $\Rightarrow$ the convergence in distribution.

A measurable set $B$ is Harris recurrent for the chain if for any $x \in B$, $\mathbb{P}_x(\sum_{n=1}^{\infty} \mathbb{1}\{X_n \in B\} = \infty) = 1$. The chain is said Harris recurrent if it is $\psi$-irreducible and every measurable set $B$ such that $\psi(B) > 0$ is Harris recurrent. When the chain is Harris recurrent, we have the property that $\mathbb{P}_x(\sum_{n=1}^{\infty} \mathbb{1}\{X_n \in B\} = \infty) = 1$ for any $x \in E$ and any $B \in \mathcal{E}$ such that $\psi(B) > 0$.

A probability measure $\mu$ on $E$ is said invariant for the chain when $\mu \Pi = \mu$, where $\mu \Pi(dy) = \int_{x \in E} \mu(dx) \Pi(x, dy)$. An irreducible chain is said positive recurrent when it admits an invariant probability (it is then unique).

Now we recall some basics concerning the regenerative method and its application to the analysis of the behaviour of general Harris chains via the Nummelin splitting technique (refer to [63] for further detail).

### 1.2.2 Markov chains with an atom

Assume that the chain is $\psi$-irreducible and possesses an accessible atom, that is to say a measurable set $A$ such that $\psi(A) > 0$ and $\Pi(x, \cdot) = \Pi(y, \cdot)$ for all $x, y$ in $A$. Denote by $\tau_A = \tau_A(1) = \inf \{n \geq 1, X_n \in A\}$ the hitting time on $A$, by $\tau_A(j) = \inf \{n > \tau_A(j-1), X_n \in A\}$ for $j \geq 2$ the successive return times to $A$ and by $\mathbb{E}_A(\cdot)$ the expectation conditioned on $X_0 \in A$. Assume further that the chain is Harris recurrent, the probability of returning infinitely often to the atom $A$ is thus equal to one, no matter what the starting point. Then, it follows from the strong Markov property that, for any initial distribution $\nu$, the sample paths of the chain may be divided into i.i.d. blocks of random length corresponding to consecutive visits to $A$:

$$B_1 = (X_{\tau_A(1)+1}, \ldots, X_{\tau_A(2)}, \ldots), B_j = (X_{\tau_A(j)+1}, \ldots, X_{\tau_A(j+1)}), \ldots$$

taking their values in the torus $T = \cup_{n=1}^{\infty} E^n$. The sequence $(\tau_A(j))_{j \geq 1}$ defines successive times at which the chain forgets its past, called regeneration times.

We point out that the class of atomic Markov chains contains not only chains with a countable state space (for the latter, any recurrent state is an accessible atom), but also many specific Markov models arising from the field of operational research (see [2] for regenerative models involved in queuing theory, as well as the examples given in § 4.3). When an accessible atom exists, the stochastic stability properties of the chain amount to properties concerning the speed of return time to the atom only. For instance, in this framework, the following result, known as Kac’s theorem, holds (cf Theorem 10.2.2 in [60]).

**Theorem 1.** The chain $X$ is positive recurrent iff $\mathbb{E}_A(\tau_A) < \infty$. The (unique) invariant probability distribution $\mu$ is then the Pitman’s occupation measure given by
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\[ \mu(B) = \frac{\mathbb{E}_A(\sum_{i=1}^{\tau_A} \mathbb{1}(X_i \in B))}{\mathbb{E}_A(\tau_A)}, \text{ for all } B \in \mathcal{E}. \]

For atomic chains, limit theorems can be derived from the application of the corresponding results to the i.i.d. blocks \((B_n)_{n \geq 1}\). One may refer for example to [60] for the LLN, CLT, LIL, [16] for the Berry-Esseen theorem, [56], [57], [58] and [8] for other refinements of the CLT. The same technique can also be applied to establish moment and probability inequalities, which are not asymptotic results (see [26]). As mentioned above, these results are established from hypotheses related to the distribution of the \(B_n\)'s. The following assumptions shall be involved throughout the article. Let \(\kappa > 0\), \(f : E \to \mathbb{R}\) be a measurable function and \(\nu\) be a probability distribution on \((E, \mathcal{E})\).

**Regularity conditions:**

\[ \mathcal{H}_0(\kappa) : \mathbb{E}_A(\tau_A^\kappa) < \infty, \]
\[ \mathcal{H}_0(\kappa, \nu) : \mathbb{E}_\nu(\tau_A^\kappa) < \infty. \]

**Block-moment conditions:**

\[ \mathcal{H}_1(\kappa, f) : \mathbb{E}_A((\sum_{i=1}^{\tau_A} |f(X_i)|)^\kappa) < \infty, \]
\[ \mathcal{H}_1(\kappa, \nu, f) : \mathbb{E}_\nu((\sum_{i=1}^{\tau_A} |f(X_i)|)^\kappa) < \infty. \]

**Remark 1.** We point out that conditions \(\mathcal{H}_0(\kappa)\) and \(\mathcal{H}_1(\kappa, f)\) do not depend on the accessible atom chosen: if they hold for a given accessible atom \(A\), they are also fulfilled for any other accessible atom (see Chapter 11 in [60]). Besides, the relationship between the "block moment" conditions and the rate of decay of mixing coefficients has been investigated in [17]: for instance, \(\mathcal{H}_0(\kappa)\) (as well as \(\mathcal{H}_1(\kappa, f)\) when \(f\) is bounded) is typically fulfilled as soon as the strong mixing coefficients sequence decreases at an arithmetic rate \(n^{\rho}\), for some \(\rho > \kappa - 1\).

1.2.3 General Harris recurrent chains

The Nummelin splitting technique

We now recall the splitting technique introduced in [62] for extending the probabilistic structure of the chain in order to construct an artificial regeneration set in the general Harris recurrent case. It relies on the crucial notion of small set. Recall that, for a Markov chain valued in a state space \((E, \mathcal{E})\) with transition probability \(\Pi\), a set \(S \in \mathcal{E}\) is said to be small if there exist \(m \in \mathbb{N}^*, \delta > 0\) and a probability measure \(\Gamma\) supported by \(S\) such that, for all \(x \in S\), \(B \in \mathcal{E}\),
\[ \Pi^m(x, B) \geq \delta \Gamma(B), \quad (1.1) \]
denoting by \( \Pi^m \) the \( m \)-th iterate of \( \Pi \). When this holds, we say that the chain satisfies the minorization condition \( \mathcal{M}(m, S, \delta, \Gamma) \). We emphasize that accessible small sets always exist for \( \psi \)-irreducible chains: any set \( B \in \mathcal{E} \) such that \( \psi(B) > 0 \) actually contains such a set (cf. [48]). Now let us precise how to construct the atomic chain onto which the initial chain \( X \) is embedded, from a set on which an iterate \( \Pi^m \) of the transition probability is uniformly bounded below. Suppose that \( X \) satisfies \( \mathcal{M}(m, S, \delta, \Gamma) \) for \( S \in \mathcal{E} \) such that \( \psi(S) > 0 \). Even if it entails replacing the chain \( (X_n)_{n \in \mathbb{N}} \) by the chain \( (X_{nm}, \ldots, X_{n(m+1)-1})_{n \in \mathbb{N}} \), we suppose \( m = 1 \). The sample space is expanded so as to define a sequence \( (Y_n)_{n \in \mathbb{N}} \) of independent Bernoulli r.v.'s with parameter \( \delta \) by defining the joint distribution \( \mathbb{P}_{\nu, \mathcal{M}} \) whose construction relies on the following randomization of the transition probability \( \Pi \) each time the chain hits \( S \) (note that it happens a.s. since the chain is Harris recurrent and \( \psi(S) > 0 \)).

Let us define \( \text{Ber}_\delta(\beta) = \beta \delta + (1-\delta)(1-\beta) \) for \( \beta \in \{0, 1\} \). We now have constructed a bivariate chain \( \mathcal{X} = (X_n, Y_n)_{n \in \mathbb{N}} \), called the split chain, taking its values in \( E \times \{0, 1\} \) with transition kernel \( \Pi_M \) defined by

- for any \( x \not\in S, B \in E, \beta \) and \( \beta' \) in \( \{0, 1\} \),
  \[ \Pi_M((x, \beta), B \times \{\beta'\}) = \text{Ber}_\delta(\beta') \times \Pi(x, B), \]
- for any \( x \in S, B \in E, \beta' \) in \( \{0, 1\} \),
  \[ \Pi_M((x, 1), B \times \{\beta'\}) = \text{Ber}_\delta(\beta') \times \Gamma(B), \]
  \[ \Pi_M((x, 0), A \times \{\beta'\}) = \text{Ber}_\delta(\beta') \times (1-\delta)^{-1}(\Pi(x, B) - \delta \Gamma(B)). \]

**Basic assumptions**

The whole point of the construction consists in the fact that \( S \times \{1\} \) is an atom for the split chain \( \mathcal{X} \), which inherits all the communication and stochastic stability properties from \( X \) (irreducibility, Harris recurrence,...), in particular (for the case \( m = 1 \) here) the blocks constructed for the split chain are independent. Hence the splitting method enables to extend the regenerative method, and so to establish all of the results known for atomic chains, to general Harris chains. It should be noticed that if the chain \( X \) satisfies \( \mathcal{M}(m, S, \delta, \Gamma) \) for \( m > 1 \), the resulting blocks are not independent anymore but 1-dependent, a form of dependence which may be also easily handled. For
simplicity's sake, we suppose in what follows that condition \( \mathcal{M} \) is fulfilled with \( m = 1 \), we shall also omit the subscript \( \mathcal{M} \) and abusively denote by \( \mathbb{P}_\nu \) the extensions of the underlying probability we consider. The following assumptions, involving the speed of return to the small set \( S \) shall be used throughout the article. Let \( \kappa > 0, f : E \to \mathbb{R} \) be a measurable function and \( \nu \) be a probability measure on \((E, \mathcal{E})\).

**Regularity conditions:**

\[
\mathcal{H}_0'(\kappa, \nu) : \mathbb{E}_\nu(\tau_{\kappa}^S) < \infty.
\]

**Block-moment conditions:**

\[
\mathcal{H}_1'(\kappa, f, \nu) : \mathbb{E}_\nu(\sum_{i=1}^{\tau_{\kappa}} |f(X_i)|^\kappa) < \infty.
\]

**Remark 2.** It is noteworthy that assumptions \( \mathcal{H}_0'(\kappa) \) and \( \mathcal{H}_1'(\kappa, f) \) do not depend on the choice of the small set \( S \) (if they are checked for some accessible small set \( S \) cf § 11.1 in [60]). Note also that in the case when \( \mathcal{H}_0'(\kappa) \) (resp. \( \mathcal{H}_0'(\kappa, \nu) \)) is satisfied, \( \mathcal{H}_1'(\kappa, f) \) (resp., \( \mathcal{H}_1'(\kappa, f, \nu) \)) is fulfilled for any bounded \( f \). Moreover, recall that positive recurrence, conditions \( \mathcal{H}_1'(\kappa) \) and \( \mathcal{H}_1'(\kappa, f) \) may be practically checked by using test functions methods (cf [49], [83]). In particular, it is well known that such block moment assumptions may be replaced by drift criteria of Lyapounov's type (refer to Chapter 11 in [60] for further details on such conditions and many illustrating examples, see also [29]).

We recall finally that such assumptions on the initial chain classically imply the desired conditions for the split chain: as soon as \( X \) fulfills \( \mathcal{H}_0'(\kappa) \) (resp., \( \mathcal{H}_0'(\kappa, \nu), \mathcal{H}_1'(\kappa, f), \mathcal{H}_1'(\kappa, f, \nu) \)), \( X^M \) satisfies \( \mathcal{H}_0'(\kappa) \) (resp., \( \mathcal{H}_0'(\kappa, \nu), \mathcal{H}_1'(\kappa, f), \mathcal{H}_1'(\kappa, f, \nu) \)).

**The distribution of \((Y_1, ..., Y_n)\) conditioned on \((X_1, ..., X_{n+1})\).**

As will be shown in the next section, the statistical methodology for Harris chains we propose is based on approximating the conditional distribution of the binary sequence \((Y_1, ..., Y_n)\) given \( X^{(n+1)} = (X_1, ..., X_{n+1}) \). We thus precise the latter. Let us assume further that the family of the conditional distributions \( \{\Pi(x, dy)\}_{x \in E} \) and the initial distribution \( \nu \) are dominated by a \( \sigma \)-finite measure \( \lambda \) of reference, so that \( \nu(dy) = f(y)\lambda(dy) \) and \( \Pi(x, dy) = p(x, y)\lambda(dy) \), for all \( x \in E \). Notice that the minorization condition entails that \( \Gamma \) is absolutely continuous with respect to \( \lambda \) too, and that
for any $x \in S$, with $\Gamma(dy) = \gamma(y)dy$. The distribution of $Y^{(n)} = (Y_1, ..., Y_n)$ conditionally to $X^{(n+1)} = (x_1, ..., x_{n+1})$ is then the tensor product of Bernoulli distributions given by: for all $\beta^{(n)} = (\beta_1, ..., \beta_n) \in \{0, 1\}^n$, $x^{(n+1)} = (x_1, ..., x_{n+1}) \in E^{n+1}$,

$$\mathbb{P}_\nu \left( Y^{(n)} = \beta^{(n)} \mid X^{(n+1)} = x^{(n+1)} \right) = \prod_{i=1}^n \mathbb{P}_\nu(Y_i = \beta_i \mid X_i = x_i, X_{i+1} = x_{i+1}),$$

with, for $1 \leq i \leq n$,

$$\mathbb{P}_\nu(Y_i = 1 \mid X_i = x_i, X_{i+1} = x_{i+1}) = \delta, \text{ if } x_i \notin S,$$
$$\mathbb{P}_\nu(Y_i = 1 \mid X_i = x_i, X_{i+1} = x_{i+1}) = \frac{\delta \gamma(x_{i+1})}{p(x_i, x_{i+1})}, \text{ if } x_i \in S.$$

Roughly speaking, conditioned on $X^{(n+1)}$, from $i = 1$ to $n$, $Y_i$ is drawn from the Bernoulli distribution with parameter $\delta$, unless $X$ has hit the small set $S$ at time $i$: in this case $Y_i$ is drawn from the Bernoulli distribution with parameter $\delta \gamma(x_{i+1})/p(x_i, x_{i+1})$. We denote by $\mathcal{L}^{(n)}(p, S, \delta, \gamma, x^{(n+1)})$ this probability distribution.

### 1.3 Dividing the sample path into (approximate) regeneration cycles

In the preceding section, we recalled the Nummelin approach for the theoretical construction of regeneration times in the Harris framework. Here we now consider the problem of approximating these random times from data sets in practice and propose a basic preprocessing technique, on which estimation methods we shall discuss further are based.

#### 1.3.1 Regenerative case

Let us suppose we observed a trajectory $X_1, ..., X_n$ of length $n$ drawn from the chain $X$. In the regenerative case, when an atom $A$ for the chain is a priori known, regeneration blocks are naturally obtained by simply examining the data, as follows.

**Algorithm 1** *(Regeneration blocks construction)*

1. Count the number of visits $l_n = \sum_{i=1}^n \mathbb{I}\{X_i \in A\}$ to $A$ up to time $n$.
2. Divide the observed trajectory $X^{(n)} = (X_1, ..., X_n)$ into $l_n + 1$ blocks corresponding to the pieces of the sample path between consecutive visits to the atom $A$. 
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\[ B_0 = (X_1, \ldots, X_{\tau_A(1)}), \ B_1 = (X_{\tau_A(1)+1}, \ldots, X_{\tau_A(2)}), \ldots, \]
\[ B_{l_n-1} = (X_{\tau_A(l_n-1)+1}, \ldots, X_{\tau_A(l_n)}), \ B_{l_n}^{(n)} = (X_{\tau_A(l_n)+1}, \ldots, X_{n}), \]

with the convention \( B_{l_n}^{(n)} = \emptyset \) when \( \tau_A(l_n) = n \).

3. Drop the first block \( B_0 \), as well as the last one \( B_{l_n}^{(n)} \), when non-regenerative (i.e. when \( \tau_A(l_n) < n \)).

The regeneration blocks construction is illustrated by Fig. 1 in the case of a random walk on the half line \( \mathbb{R}^+ \) with \( \{0\} \) as an atom.

![Figure 1](image)

**Figure 1**: Dividing the trajectory of a random walk on the half line into regeneration data blocks corresponding to successive visits to \( A = 0 \)

### 1.3.2 General Harris case

**The principle**

Suppose now that observations \( X_1, \ldots, X_{n+1} \) are drawn from a Harris chain \( X \) satisfying the assumptions of § 2.3.3 (refer to the latter paragraph for the notations). If we were able to generate binary data \( Y_1, \ldots, Y_n \), so that
$X^M(n) = ((X_1, Y_1), ..., (X_n, Y_n))$ be a realization of the split chain $X^M$ described in § 2.3, then we could apply the **regeneration blocks construction** procedure to the sample path $X^M(n)$. Unfortunately, knowledge of the transition density $p(x, y)$ for $(x, y) \in S^2$ is required to draw practically the $Y_i$’s this way. We propose a method relying on a preliminary estimation of the "nuisance parameter" $p(x, y)$. More precisely, it consists in approximating the splitting construction by computing an estimator $\hat{p}(x, y)$ of $p(x, y)$ using data $X_1, ..., X_{n+1}$, and to generate a random vector $(\hat{Y}_1, ..., \hat{Y}_n)$ conditionally to $X^{(n+1)} = (X_1, ..., X_{n+1})$, from distribution $\mathcal{L}^{(n)}(p_n, S, \delta, \gamma, X^{(n+1)})$, which approximates in some sense the conditional distribution $\mathcal{L}^{(n)}(p, S, \delta, \gamma, X^{(n+1)})$ of $(Y_1, ..., Y_n)$ for given $X^{(n+1)}$. Our method, which we call **approximate regeneration blocks construction** (ARB construction in abbreviated form) amounts then to apply the **regeneration blocks construction** procedure to the data $((X_1, \hat{Y}_1), ..., (X_n, \hat{Y}_n))$ as if they were drawn from the atomic chain $X^M$. In spite of the necessary consistent transition density estimation step, we shall show in the sequel that many statistical procedures, that would be consistent in the ideal case when they would be based on the regeneration blocks, remain asymptotically valid when implemented from the approximate data blocks. For given parameters $(\delta, S, \gamma)$ (see § 3.2.2 for a data driven choice of these parameters), the approximate regeneration blocks are constructed as follows.

**Algorithm 2 (Approximate regeneration blocks construction)**

1. From the data $X^{(n+1)} = (X_1, ..., X_{n+1})$, compute an estimate $p_n(x, y)$ of the transition density such that $p_n(x, y) \geq \delta\gamma(y)$, $\lambda(dy)$ a.s., and $p_n(X_i, X_{i+1}) > 0$, $1 \leq i \leq n$.

2. Conditioned on $X^{(n+1)}$, draw a binary vector $(\hat{Y}_1, ..., \hat{Y}_n)$ from the distribution estimate $\mathcal{L}^{(n)}(p_n, S, \delta, \gamma, X^{(n+1)})$. It is sufficient in practice to draw the $\hat{Y}_i$’s at time points $i$ when the chain visits the set $S$ (i.e. when $X_i \in S$), since at these times and at these times only the split chain may regenerate. At such a time point $i$, draw $\hat{Y}_i$ according to the Bernoulli distribution with parameter $\delta\gamma(X_{i+1})/p_n(X_i, X_{i+1})$.

3. Count the number of visits $\tilde{l}_n = \sum_{i=1}^{n} I(X_i \in S, \hat{Y}_i = 1)$ to the set $A_M = S \times \{1\}$ up to time $n$ and divide the trajectory $X^{(n+1)}$ into $\tilde{l}_n + 1$ approximate regeneration blocks corresponding to the successive visits of $(X, \hat{Y})$ to $A_M$:

   \[ \hat{B}_0 = (X_1, ..., X_{\tilde{\tau}_{A_M}(1)}, \hat{B}_1 = (X_{\tilde{\tau}_{A_M}(1)+1}, ..., X_{\tilde{\tau}_{A_M}(2)}), ..., \]
   \[ \hat{B}_{\tilde{l}_n-1} = (X_{\tilde{\tau}_{A_M}(\tilde{l}_n-1)+1}, ..., X_{\tilde{\tau}_{A_M}(\tilde{l}_n)}), \hat{B}_{\tilde{l}_n} = (X_{\tilde{\tau}_{A_M}(\tilde{l}_n)+1}, ..., X_{n+1}), \]

where $\tilde{\tau}_{A_M}(1) = \inf\{n \geq 1, X_n \in S, \hat{Y}_n = 1\}$ and $\tilde{\tau}_{A_M}(j+1) = \inf\{n > \tilde{\tau}_{A_M}(j), X_n \in S, \hat{Y}_n = 1\}$ for $j \geq 1$.

4. Drop the first block $\hat{B}_0$ and the last one $\hat{B}_{\tilde{l}_n}$ when $\tilde{\tau}_{A_M}(\tilde{l}_n) < n$. 

Such a division of the sample path is illustrated by Fig. 2: from a practical viewpoint the trajectory may only be cut when hitting the small set. At such a point, drawing a Bernoulli r.v. with the estimated parameter indicates whether one should cut here the time series trajectory or not.

Practical choice of the minorization condition parameters

Because the construction above is highly dependent on the minorization condition parameters chosen, we now discuss how to select the latter with a data-driven technique so as to construct enough blocks for computing meaningful statistics. As a matter of fact, the rates of convergence of the statistics we shall study in the sequel increase as the mean number of regenerative (or pseudo-regenerative) blocks, which depends on the size of the small set chosen (or more exactly, on how often the chain visits the latter in a trajectory of finite length) and how sharp is the lower bound in the minorization condition: the larger the size of the small set is, the smaller the uniform lower bound for the transition density. This leads us to the following trade-off. Roughly speaking, for a given realization of the trajectory, as one increases the size of the small set $S$ used for the data blocks construction, one naturally increases the number of points of the trajectory that are candidates for determining a block (i.e. a cut in the trajectory), but one also decreases the probability of cutting the trajectory (since the uniform lower bound for $\{p(x, y)\}_{(x, y) \in S^2}$ then decreases). This gives an insight into the fact that better numerical results for statistical procedures based on the ARB construction may be obtained in practice for some specific choices of the small set, likely for choices corresponding to a maximum expected number of data blocks given the trajectory,
Compute an estimator for any such that inf \(\lambda(S)\). A possible numerically feasible selection rule could rely then on searching for only (see [10]) but both practical purpose, one may fix small set, choosing valued chains (see §4.3 for instance), that any compact interval \(V_{x_0}(\varepsilon) = [x_0 - \varepsilon, x_0 + \varepsilon]\) for some well chosen \(x_0 \in \mathbb{R}\) and \(\varepsilon > 0\) small enough, is a small set, choosing \(\gamma\) as the density of the uniform distribution on \(V_{x_0}(\varepsilon)\). For practical purpose, one may fix \(x_0\) and perform the optimization over \(\varepsilon > 0\) only (see [10]) but both \(x_0\) and \(\varepsilon\) may be considered as tuning parameters. A possible numerically feasible selection rule could rely then on searching for \((x_0, \varepsilon)\) on a given pre-selected grid \(\mathcal{G} = \{(x_0(k), \varepsilon(l)), 1 \leq k \leq K, 1 \leq l \leq L\}\) such that inf \((x_0, \varepsilon)\) \(V_{x_0}(\varepsilon)^2 p_n(x, y) > 0\) for any \((x_0, \varepsilon) \in \mathcal{G}.

Algorithm 3 (ARB construction with empirical choice of the small set)

1. Compute an estimator \(p_n(x, y)\) of \(p(x, y)\).
2. For any \((x_0, \varepsilon) \in \mathcal{G}\), compute the estimated expected number of pseudo-regenerations:

\[
\hat{N}_n(x_0, \varepsilon) = \frac{\delta_n(x_0, \varepsilon)}{2\varepsilon} \sum_{i=1}^{n} \frac{1}{p_n(X_i, X_{i+1})} \mathbb{I}\{X_i, X_{i+1} \in V_{x_0}(\varepsilon)^2\},
\]

with \(\delta_n(x_0, \varepsilon) = 2\varepsilon \cdot \text{inf}_{(x,y) \in V_{x_0}(\varepsilon)^2} p_n(x, y)\).
3. Pick \((x_0^*, \varepsilon^*)\) in \(\mathcal{G}\) maximizing \(\hat{N}_n(x_0, \varepsilon)\) over \(\mathcal{G}\), corresponding to the set \(S^* = [x_0^* - \varepsilon^*, x_0^* + \varepsilon^*]\) and the minorization constant \(\delta_n^* = \delta_n(x_0^*, \varepsilon^*)\).

4. Apply Algorithm 2 for ARB construction using \(S^*, \delta_n^*\) and \(p_n\).

Remark 3. Numerous consistent estimators of the transition density of Harris chains have been proposed in the literature. Refer to [76], [77], [78], [74], [15], [31], [67], [4] or [25] for instance in positive recurrent cases, [50] in specific null recurrent cases.

This method is illustrated by Fig. 3 in the case of an AR(1) model: 

\[X_{i+1} = \alpha X_i + \varepsilon_{i+1}, \ i \in \mathbb{N}, \ \varepsilon_i \overset{i.i.d.}{\sim} \mathcal{N}(0, 1), \ \alpha = 0.95 \text{ and } X_0 = 0, \] 
for a trajectory of length \(n = 200\). Taking \(x_0 = 0\) and letting \(\varepsilon\) grow, the expected number regeneration blocks is maximum for \(\varepsilon^*\) close to 0.9. The true minimum value of \(p(x, y)\) over the corresponding square is actually \(\delta = 0.118\). The first graphic in this panel shows the Nadaraya-Watson estimator

\[
p_n(x, y) = \frac{\sum_{i=1}^{n} K(h^{-1}(x - X_i))K(h^{-1}(y - X_{i+1}))}{\sum_{i=1}^{n} K(h^{-1}(x - X_i))},
\]
computed from the gaussian kernel \(K(x) = (2\pi)^{-1/2} \exp(-x^2/2)\) with an optimal bandwidth \(h\) of order \(n^{-1/5}\). The second one plots \(\hat{N}_n(\varepsilon)\) as a function of \(\varepsilon\). The next one indicates the set \(S^*\) corresponding to our empirical selection rule, while the last one displays the "optimal" ARB construction.

Note finally that other approaches may be considered for determining practically small sets and establishing accurate minorization conditions, which conditions do not necessarily involve uniform distributions besides. Refer for instance to [73] for Markov diffusion processes.

A two-split version of the ARB construction

When carrying out the theoretical study of statistical methods based on the ARB construction, one must deal with difficult problems arising from the dependence structure in the set of the resulting data blocks, due to the preliminary estimation step. Such difficulties are somehow similar as the ones that one traditionally faces in a semiparametric framework, even in the i.i.d. setting. The first step of semiparametric methodologies usually consists in a preliminary estimation of some infinite dimensional nuisance parameter (typically a density function or a nonparametric curve), on which the remaining (parametric) steps of the procedure are based. For handling theoretical difficulties related to this dependence problem, a well known method, called the splitting trick, amounts to split the data set into two parts, the first subset being used for estimating the nuisance parameter, while the parameter of interest is then estimated from the other subset (using the preliminary estimate). An analogous principle may be implemented in our framework using an additional split of the data in the "middle of the trajectory", for ensuring that
a regeneration at least occurs in between with an overwhelming probability (so as to get two independent data subsets, see step 2 in the algorithm below). For this reason, we consider the following variant of the ARB construction. Let $1 < m < n$, $1 \leq p < n - m$.

**Algorithm 4** (two-split ARB construction)

1. From the data $X^{(n+1)} = (X_1, \ldots, X_{n+1})$, keep only the first $m$ observations $X^{(m)}$ for computing an estimate $p_m(x, y)$ of $p(x, y)$ such that $p_m(x, y) \geq \delta \gamma(y) \lambda(dy)$ a.s. and $p_m(X_i, X_{i+1}) > 0$, $1 \leq i \leq n - 1$.
2. Drop the observations between time $m + 1$ and time $m^* = m + p$ (under standard assumptions, the split chain regenerates once at least between these times with large probability).
3. From remaining observations $X^{(m^*, n)} = (X_{m^*+1}, \ldots, X_n)$ and estimate $p_m$, apply steps 2-4 of Algorithm 2 (respectively of Algorithm 3).

This procedure is similar to the 2-split method proposed in [79], except that here the number of deleted observations is arbitrary and easier to interpret in term of regeneration. Of course, the more often the split chain regenerates, the smaller $p$ may be chosen. And the main problem consists in picking $m = m_n$ so that $m_n \to \infty$ as $n \to \infty$ for the estimate of the transition kernel to be accurate enough, while keeping enough observation $n - m^*$ for the block construction step: one typically chooses $m = o(n)$ as $n \to \infty$. Further
assumptions are required for investigating precisely how to select $m$. In [11], a choice based on the rate of convergence $\alpha_m$ of the estimator $p_m(x, y)$ (for the MSE when error is measured by the sup-norm over $S \times S$, see assumption $H_2$ in § 4.2) is proposed: when considering smooth markovian models for instance, estimators with rate $\alpha_m = m^{-1} \log(m)$ may be exhibited and one shows that $m = n^{2/3}$ is then an optimal choice (up to a $\log(n)$). However, one may argue, as in the semiparametric case, that this methodology is motivated by our limitations in the analysis of asymptotic properties of the estimators only, whereas from a practical viewpoint it may deteriorate the finite sample performance of the initial algorithm. To our own experience, it is actually better to construct the estimate $p(x, y)$ from the whole trajectory and the interest of Algorithm 4 is mainly theoretical.

### 1.4 Mean and variance estimation

In this section, we suppose that the chain $X$ is positive recurrent with unknown stationary probability $\mu$ and consider the problem of estimating an additive functional of type $\mu(f) = \int f(x) \mu(dx) = E_\mu(f(X_1))$, where $f$ is a $\mu$-integrable real valued function defined on the state space $(E, \mathcal{E})$. Estimation of additive functionals of type $E_\mu(F(X_1, \ldots, X_k))$, for fixed $k \geq 1$, may be investigated in a similar fashion. We set $\bar{f}(x) = f(x) - \mu(f)$.

#### 1.4.1 Regenerative case

Here we assume further that $X$ admits an a priori known accessible atom $A$. As in the i.i.d. setting, a natural estimator of $\mu(f)$ is the sample mean statistic,

$$\mu'_n(f) = n^{-1} \sum_{i=1}^{n} f(X_i). \quad (1.5)$$

When the chain is stationary (i.e. when $\nu = \mu$), the estimator $\mu'_n(f)$ has zero-bias. However, its bias is significant in all other cases, mainly because of the presence of the first and last (non-regenerative) data blocks $B_0$ and $B_n$ (see Proposition 4.1 below). Besides, by virtue of Theorem 2.1, $\mu(f)$ may be expressed as the mean of the $f(X_i)$’s over a regeneration cycle (renormalized by the mean length of a regeneration cycle)

$$\mu(f) = E_A(\tau_A)^{-1} E_A(\sum_{i=1}^{\tau_A} f(X_i)).$$

This suggests to introduce the following estimators of the mean $\mu(f)$. Define the sample mean based on the observations (eventually) collected after the first regeneration time only by $\tilde{\mu}_n(f) = (n - \tau_A)^{-1} \sum_{i=1+\tau_A}^{n} f(X_i)$ with the convention $\tilde{\mu}_n(f) = 0$, when $\tau_A > n$, as well as the sample mean based on the
observations collected between the first and last regeneration times before $n$ by $\overline{\mu}_n(f) = (\tau_A(l_n) - \tau_A)^{-1} \sum_{i=1+\tau_A(l_n)}^{\tau_A(l_n)} f(X_i)$ with $l_n = \sum_{i=1}^{n} 1\{X_i \in A\}$ and the convention $\overline{\mu}_n(f) = 0$, when $l_n \leq 1$ (observe that, by Markov’s inequality, $\mathbb{P}_\nu(l_n \leq 1) = O(n^{-1})$ as $n \to \infty$, as soon as $\mathcal{H}_0(1, \nu)$ and $\mathcal{H}_0(2)$ are fulfilled).

Let us introduce some additional notation for the block sums (resp. the block lengths), that shall be used here and throughout. For $j \geq 1$, $n \geq 1$, set

$$l(B_0) = \tau_A, \ l(B_j) = \tau_A(j + 1) - \tau_A(j), \ l(B_{i}^{(n)}) = n - \tau_A(l_n)$$

for the length of the blocks and

$$f(B_0) = \sum_{i=1}^{\tau_A} f(X_i), \ f(B_j) = \sum_{i=1+\tau_A(j)}^{\tau_A(j+1)} f(X_i), \ f(B_{i}^{(n)}) = \sum_{i=1+\tau_A(l_n)}^{n} f(X_i)$$

for the value of the functional on the blocks. With these notations, the estimators above may be rewritten as

$$\mu_n' f = \frac{f(B_0) + \sum_{j=1}^{l_n-1} f(B_j) + f(B_{l_n}^{(n)})}{l(B_0) + \sum_{j=1}^{l_n-1} l(B_j) + l(B_{l_n}^{(n)})},$$

$$\overline{\mu}_n f = \frac{\sum_{j=1}^{l_n-1} f(B_j) + f(B_{l_n}^{(n)})}{\sum_{j=1}^{l_n-1} l(B_j) + l(B_{l_n}^{(n)})}, \ \overline{\nu}_n f = \frac{\sum_{j=1}^{l_n-1} f(B_j)}{\sum_{j=1}^{l_n-1} l(B_j)}$$

Let $\mu_n(f)$ designs any of the three estimators $\mu_n'(f)$, $\overline{\mu}_n(f)$ or $\overline{\nu}_n(f)$. If $X$ fulfills conditions $\mathcal{H}_0(2)$, $\mathcal{H}_0(2, \nu)$, $\mathcal{H}_1(f, 2, A)$, $\mathcal{H}_1(f, 2, \nu)$ then the following CLT holds under $\mathbb{P}_\nu$ (cf Theorem 17.2.2 in [60])

$$n^{1/2} \sigma^{-1}(f)(\mu_n(f) - \mu(f)) \Rightarrow \mathcal{N}(0, 1), \text{ as } n \to \infty,$$

with a normalizing constant

$$\sigma^2(f) = \mu(A) \mathbb{E}_A((\sum_{i=1}^{\tau_A} f(X_i) - \mu(f) \tau_A)^2), \quad (1.6)$$

From this expression we propose the following estimator of the asymptotic variance, adopting the usual convention regarding to empty summation,

$$\sigma_n^2(f) = n^{-1} \sum_{j=1}^{l_n-1} (f(B_j) - \overline{\nu}_n(f) l(B_j))^2. \quad (1.7)$$

Notice that the first and last data blocks are not involved in its construction. We could have proposed estimators involving different estimates of $\mu(f)$, but as will be seen later, it is preferable to consider an estimator based on regeneration blocks only. The following quantities shall be involved in the statistical analysis below. Define
\[ \alpha = E_A(\tau_A), \quad \beta = E_A(\tau_A \sum_{i=1}^{\tau_A} f(X_i)) = Cov_A(\tau_A, \sum_{i=1}^{\tau_A} f(X_i)), \]
\[ \varphi = E_\nu(\tau_A \sum_{i=1}^{\tau_A} f(X_i)), \quad \gamma = \alpha^{-1} E_A(\sum_{i=1}^{\tau_A} (\tau_A - i) f(X_i)). \]

We also introduce the following technical conditions.

(C1) (Cramer condition)
\[ \lim_{t \to \infty} | E_A(\exp(it \sum_{i=1}^{\tau_A} f(X_i))) | < 1. \]

(C2) (Cramer condition)
\[ \lim_{t \to \infty} | E_A(\exp(it \sum_{i=1}^{\tau_A} f(X_i)^2)) | < 1. \]

(C3) There exists \( N \geq 1 \) such that the \( N \)-fold convoluted density \( g^{*N} \) is bounded, denoting by \( g \) the density of the \( \left( \sum_{i=1}^{\tau_A(j+1)} f(X_i) - \alpha^{-1} \beta \right)^2 \)’s.

(C4) There exists \( N \geq 1 \) such that the \( N \)-fold convoluted density \( G^{*N} \) is bounded, denoting by \( G \) the density of the \( \left( \sum_{i=1}^{\tau_A(j+1)} f(X_i) \right)^2 \)’s.

These two conditions are automatically satisfied if \( \sum_{i=1}^{\tau_A(2)} f(X_i) \) has a bounded density.

The result below is a straightforward extension of Theorem 1 in [56] (see also Proposition 3.1 in [8]).

**Proposition 1.** Suppose that \( \mathcal{H}_0(4), \mathcal{H}_0(2, \nu), \mathcal{H}_1(4, f), \mathcal{H}_1(2, \nu, f) \) and Cramer condition (C1) are satisfied by the chain. Then, as \( n \to \infty \), we have
\[ E_\nu(\mu_n(f)) = \mu(f) + (\varphi + \gamma - \beta/\alpha)n^{-1} + O(n^{-3/2}), \quad (1.8) \]
\[ E_\nu(\bar{\mu}_n(f)) = \mu(f) + (\gamma - \beta/\alpha)n^{-1} + O(n^{-3/2}), \quad (1.9) \]
\[ E_\nu(\bar{\sigma}_n(f)) = \mu(f) - (\beta/\alpha)n^{-1} + O(n^{-3/2}). \quad (1.10) \]

If the Cramer condition (C2) is also fulfilled, then
\[ E_\nu(\sigma_n^2(f)) = \sigma^2(f) + O(n^{-1}), \quad \text{as } n \to \infty, \quad (1.11) \]
and we have the following CLT under \( P_\nu \),
\[ n^{1/2} (\sigma_n^2(f) - \sigma^2(f)) \Rightarrow N(0, \xi^2(f)), \quad \text{as } n \to \infty, \quad (1.12) \]
with \( \xi^2(f) = \mu(A) Var_A((\sum_{i=1}^{\tau_A} f(X_i))^2 - 2\alpha^{-1} \beta \sum_{i=1}^{\tau_A} f(X_i)). \)

**Proof.** The proof of (1.8)-(1.11) is given in [8] and the linearization of \( \sigma_n^2(f) \) below follows from their Lemma 6.3.
\[ \sigma_n^2(f) = n^{-1} \sum_{j=1}^{l_n-1} g(B_j) + r_n, \]  

(1.13)

with \( g(B_j) = \overline{f}(B_j)^2 - 2\alpha^{-1} \beta \overline{f}(B_j) \), for \( j \geq 1 \), and for some \( \eta_1 > 0 \), \( \mathbb{P}_n(nr_n > \eta_1 \log(n)) = O(n^{-1}) \), as \( n \to \infty \). We thus have, as \( n \to \infty \),

\[ n^{1/2}(\sigma_n^2(f) - \sigma^2(f)) = (l_n/n)^{1/2}l_n^{-1/2} \sum_{j=1}^{l_n-1} (g(B_j) - \mathbb{E}(g(B_j))) + o_p(1), \]

and (13) is established with the same argument as for Theorem 17.3.6 in [60], as soon as \( \text{Var}(g(B_j)) < \infty \), that is ensured by assumption \( H_1(f, \eta) \).

Remark 4. We emphasize that in a non i.i.d. setting, it is generally difficult to construct an accurate (positive) estimator of the asymptotic variance. When no structural assumption, except stationarity and square integrability, is made on the underlying process \( X \), a possible method, currently used in practice, is based on so-called blocking techniques. Indeed under some appropriate mixing conditions (which ensure that the following series converge), it can be shown that the variance of \( n^{-1/2}\mu'_n(f) \) may be written \( \text{Var}(n^{-1/2}\mu'_n(f)) = \Gamma(0) + 2\sum_{t=1}^{n} (1 - t/n)\Gamma(t) \) and converges to \( \sigma^2(f) = \sum_{t=1}^{\infty} \Gamma(t) = 2\pi g(0), \) where \( g(w) = (2\pi)^{-1} \sum_{t=-\infty}^{\infty} \Gamma(t) \cos(wt) \) and \( \Gamma(t) \) denote respectively the spectral density and the autocovariance sequence of the discrete-time stationary process \( X \). Most of the estimators of \( \sigma^2(f) \) that have been proposed in the literature (such as the Bartlett spectral density estimator, the moving-block jackknife/subsampling variance estimator, the overlapping or non-overlapping batch means estimator) may be seen as variants of the basic moving-block bootstrap estimator (see [52], [55])

\[ \hat{\sigma}^2_{M,n} = \frac{M}{Q} \sum_{i=1}^{Q} (\overline{P}_{i,M,L} - \mu_n(f))^2, \]

(1.14)

where \( \overline{P}_{i,M,L} = M^{-1} \sum_{t=L(i-1)+1}^{L(i-1)+M} f(X_t) \) is the mean of \( f \) on the \( i \)-th data block \( (X_{L(i-1)+1}, \ldots, X_{L(i-1)+M}) \). Here, the size \( M \) of the blocks and the amount \( L \) of ‘lag’ or overlap between each block are deterministic (eventually depending on \( n \)) and \( Q = \left\lceil \frac{n-M}{L} \right\rceil + 1 \), denoting by \([ \cdot ]\) the integer part, is the number of blocks that may be constructed from the sample \( X_1, \ldots, X_n \). In the case when \( L = M \), there is no overlap between block \( i \) and block \( i+1 \) (as the original solution considered by [42], [24]), whereas the case \( L = 1 \) corresponds to maximum overlap (see [64], [66] for a survey). Under suitable regularity conditions (mixing and moments conditions), it can be shown that if \( M \to \infty \) with \( M/n \to 0 \) and \( L/M \to a \in [0,1] \) as \( n \to \infty \), then we have

\[ \mathbb{E}(\hat{\sigma}^2_{M,n}) - \sigma^2(f) = O(1/M) + O(\sqrt{M/n}), \]

(1.15)

\[ \text{Var}(\hat{\sigma}^2_{M,n}) = 2c_{M/n} \sigma^4(f) + o(M/n), \]

(1.16)
as \( n \to \infty \), where \( c \) is a constant depending on \( a \), taking its smallest value (namely \( c = 2/3 \)) for \( a = 0 \). This result shows that the bias of such estimators may be very large. Indeed, by optimizing in \( M \) we find the optimal choice \( M \sim n^{1/3} \), for which we have \( \mathbb{E}(\hat{\sigma}_{M,n}^2) - \sigma^2(f) = O(n^{-1/3}) \). Various extrapolation and jackknife techniques or kernel smoothing methods have been suggested to get rid of this large bias (refer to [64], [40], [7] and [12]). The latter somehow amount to make use of Rosenblatt smoothing kernels of order higher than two (taking some negative values) for estimating the spectral density at 0. However, the main drawback in using these estimators is that they take negative values for some \( n \), and lead consequently to face problems, when dealing with studentized statistics. In our specific Markovian framework, the estimate \( \sigma_n^2(f) \) in the atomic case (or latter \( \hat{\sigma}_n^2(f) \) in the general case) is much more natural and allows to avoid these problems. This is particularly important when the matter is to establish Edgeworth expansions at orders higher than two in such a non i.i.d. setting. As a matter of fact, the bias of the variance may completely cancel the accuracy provided by higher order Edgeworth expansions (but also the one of its Bootstrap approximation) in the studentized case, given its explicit role in such expansions (see [40]).

From Proposition 4.1, we immediately derive that
\[
t_n = n^{1/2} \sigma_n^{-1}(f)(\mu_n(f) - \mu(f)) \Rightarrow \mathcal{N}(0,1),
\]
as \( n \to \infty \), so that asymptotic confidence intervals for \( \mu(f) \) are immediately available in the atomic case. This result also shows that using estimators \( \bar{\mu}_n(f) \) or \( \bar{\sigma}_n(f) \) instead of \( \mu_n'(f) \) allows to eliminate the only quantity depending on the initial distribution \( \nu \) in the first order term of the bias, which may be interesting for estimation purpose and is crucial when the matter is to deal with an estimator of which variance or sampling distribution may be approximated by a resampling procedure in a nonstationary setting (given the impossibility to approximate the distribution of the “first block sum” \( \sum_{i=1}^{\tau_n} f(X_i) \) from one single realization of \( X \) starting from \( \nu \)). For these estimators, it is actually possible to implement specific Bootstrap methodologies, for constructing second order correct confidence intervals for instance (see [9], [10] and section 5). Regarding to this, it should be noticed that Edgeworth expansions (E.E. in abbreviated form) may be obtained using the regenerative method by partitioning the state space according to all possible values for the number \( t_n \) regeneration times before \( n \) and for the sizes of the first and last block as in [57]. [8] proved the validity of an E.E. in the studentized case, of which form is recalled below. Notice that actually (C3) corresponding to their \( \nu \) in Proposition 3.1 in [8] is not needed in the unstudentized case. Let \( \Phi(x) \) denote the distribution function of the standard normal distribution and set \( \phi(x) = d\Phi(x)/dx \).

**Theorem 2.** Let \( b(f) = \lim_{n \to \infty} n(\mu_n(f) - \mu(f)) \) be the asymptotic bias of \( \mu_n(f) \). Under conditions \( \mathcal{H}_0(4), \mathcal{H}_0(2, \nu), \mathcal{H}_1(4, f), \mathcal{H}_1(2, \nu, f), (C1) \), we have the following E.E.,
sup_{x \in \mathbb{R}} \mathbb{P}_\nu \left( n^{1/2} \sigma^{-1}(\mu_n(f) - \mu(f)) \leq x \right) - E_n^{(2)}(x) = O(n^{-1}), \text{ as } n \to \infty,

with

\begin{align}
E_n^{(2)}(x) &= \Phi(x) - n^{-1/2} k_3(f) (x^2 - 1) \phi(x) - n^{-1/2} b(f) \phi(x), \quad (1.17) \\
k_3(f) &= \alpha^{-1} (M_{3,A} - \frac{3\beta}{\sigma(f)}) , \quad M_{3,A} = \mathbb{E}_A (\sum_{i=1}^{\tau_A} f(X_i))^3 / \sigma(f)^3. \quad (1.18)
\end{align}

A similar limit result holds for the studentized statistic under the further hypothesis that (C2), (C3), \( \mathcal{H}_0(s) \) and \( \mathcal{H}_1(s, f) \) are fulfilled with \( s = 8 + \epsilon \) for some \( \epsilon > 0 \):

\begin{align}
\sup_{x \in \mathbb{R}} \mathbb{P}_\nu (n^{1/2} \sigma_n^{-1}(\mu_n(f) - \mu(f)) \leq x) - F_n^{(2)}(x) = O(n^{-1} \log(n)), \quad (1.19)
\end{align}

as \( n \to \infty \), with \( F_n^{(2)}(x) = \Phi(x) + n^{-1/2} \frac{1}{6} k_3(f) (2x^2 + 1) \phi(x) - n^{-1/2} b(f) \phi(x) \). When \( \mu_n(f) = \overline{\mu}_n(f) \), under (C4), \( O(n^{-1} \log(n)) \) may be replaced by \( O(n^{-1}) \).

This theorem may serve for building accurate confidence intervals for \( \mu(f) \) (by E.E. inversion as in [1] or [41]). It also paves the way for studying precisely specific bootstrap methods, as in [10]. It should be noted that the skewness \( k_3(f) \) is the sum of two terms: the third moment of the recentered block sums and a correlation term between the block sums and the block lengths. The coefficients involved in the E.E. may be directly estimated from the regenerative blocks. Once again by straightforward CLT arguments, we have the following result.

**Proposition 2.** For \( s \geq 1 \), under \( \mathcal{H}_1(f, 2s), \mathcal{H}_1(f, 2, \nu), \mathcal{H}_0(2s) \) and \( \mathcal{H}_0(2, \nu) \), \( M_{s,A} = \mathbb{E}_A (\sum_{i=1}^{\tau_A} f(X_i))^s ) \) is well-defined and we have

\begin{align}
\hat{\mu}_{s,n} = n^{-1} \sum_{i=1}^{l-1} (f(B_j) - \overline{\mu}_n(f) l(B_j))^s = \alpha^{-1} M_{s,A} + O_{\mathbb{P}_\nu}(n^{-1/2}), \text{ as } n \to \infty.
\end{align}

### 1.4.2 Positive recurrent case

We now turn to the general positive recurrent case (refer to § 2.3 for assumptions and notation). It is noteworthy that, though they may be expressed using the parameters of the minorization condition \( M \), the constants involved in the CLT are independent from these latter. In particular the mean and the asymptotic variance may be written as
\[ \mu(f) = \mathbb{E}_{A_M}(\tau_{A_M})^{-1}\mathbb{E}_{A_M}(\sum_{i=1}^{\tau_{A_M}} f(X_i)), \]

\[ \sigma^2(f) = \mathbb{E}_{A_M}(\tau_{A_M})^{-1}\mathbb{E}_{A_M}(\{ \sum_{i=1}^{\tau_{A_M}} f(X_i)^2 \}), \]

where \( \tau_{A_M} = \inf \{ n \geq 1, (X_n, Y_n) \in S \times \{1\} \} \) and \( \mathbb{E}_{A_M}(\cdot) \) denotes the expectation conditionally to \( (X_0, Y_0) \in A_M = S \times \{1\} \). However, one cannot use the estimators of \( \mu(f) \) and \( \sigma^2(f) \) defined in the atomic setting, applied to the split chain, since the times when the latter regenerates are unobserved. We thus consider the following estimators based on the approximate regeneration times \( \text{i.e. times } i \text{ when } (X_i, Y_i) \in S \times \{1\} \), as constructed in \( \S \) 3.2,

\[ \hat{\mu}_n(f) = \hat{n}_{A_M}^{-1} \sum_{j=1}^{\hat{n}_{A_M} - 1} f(\hat{B}_j) \text{ and } \hat{\sigma}_n^2(f) = \hat{n}_{A_M}^{-1} \sum_{j=1}^{\hat{\tau}_{A_M}(j)} \{ f(\hat{B}_j) - \hat{\mu}_n(f) \hat{l}(\hat{B}_j) \}^2, \]

with, for \( j \geq 1 \),

\[ f(\hat{B}_j) = \sum_{i=1+\hat{\tau}_{A_M}(j)}^{\hat{\tau}_{A_M}(j+1)} f(X_i), \hat{l}(\hat{B}_j) = \hat{\tau}_{A_M}(j+1) - \hat{\tau}_{A_M}(j), \]

\[ \hat{n}_{A_M} = \hat{\tau}_{A_M}(\hat{n}) - \hat{\tau}_{A_M}(1) = \sum_{j=1}^{\hat{n} - 1} l(\hat{B}_j). \]

By convention, \( \hat{\mu}_n(f) = 0 \) and \( \hat{\sigma}_n^2(f) = 0 \) (resp. \( \hat{n}_{A_M} = 0 \)), when \( \hat{n} \leq 1 \) (resp., when \( \hat{n} = 0 \)). Since the ARB construction involves the use of an estimate \( p_n(x,y) \) of the transition kernel \( p(x,y) \), we consider conditions on the rate of convergence of this estimator. For a sequence of nonnegative real numbers \( \{\alpha_n\}_{n \in \mathbb{N}} \) converging to 0 as \( n \to \infty \),

\( \mathcal{H}_2 : p(x,y) \text{ is estimated by } p_n(x,y) \text{ at the rate } \alpha_n \text{ for the MSE when error is measured by the } L^\infty \text{ loss over } S \times S : \)

\[ \mathbb{E}_\nu( \sup_{(x,y) \in S \times S} |p_n(x,y) - p(x,y)|^2 ) = O(\alpha_n), \text{ as } n \to \infty. \]

See Remark 3.1 for references concerning the construction and the study of transition density estimators for positive recurrent chains, estimation rates are usually established under various smoothness assumptions on the density of the joint distribution \( \mu(dx)\Pi(x,dy) \) and the one of \( \mu(dx) \). For instance, under classical Hölder constraints of order \( s \), the typical rate for the risk in this setup is \( \alpha_n \sim (\ln n/n)^{s/(s+1)} \) (refer to [25]).

\( \mathcal{H}_3 : \text{The ”minorizing” density } \gamma \text{ is such that } \inf_{x \in S} \gamma(x) > 0. \)

\( \mathcal{H}_4 : \text{The transition density } p(x,y) \text{ and its estimate } p_n(x,y) \text{ are bounded by a constant } R < \infty \text{ over } S^2. \)
Some asymptotic properties of these statistics based on the approximate regeneration data blocks are stated in the following theorem (their proof is omitted since it immediately follows from the argument of Theorem 3.2 and Lemma 5.3 in [10]),

**Theorem 3.** If assumptions $\mathcal{H}_0'(2, \nu)$, $\mathcal{H}_0'(8)$, $\mathcal{H}_1'(f, 2, \nu)$, $\mathcal{H}_1'(f, 8)$, $\mathcal{H}_2$, $\mathcal{H}_3$ and $\mathcal{H}_4$ are satisfied by $X$, as well as conditions (C1) and (C2) by the split chain, we have, as $n \to \infty$,

$$
\mathbb{E}_\nu(\hat{\mu}_n(f)) = \mu(f) - \beta/\alpha \, n^{-1} + O(n^{-1} \alpha_n^{1/2}),
$$

$$
\mathbb{E}_\nu(\hat{\sigma}_n^2(f)) = \sigma^2(f) + O(\alpha_n \wedge n^{-1}),
$$

and if $\alpha_n = o(n^{-1/2})$, then

$$
n^{1/2}(\hat{\sigma}_n^2(f) - \sigma^2(f)) \Rightarrow \mathcal{N}(0, \xi^2(f))
$$

where $\alpha$, $\beta$ and $\xi^2(f)$ are the quantities related to the split chain defined in Proposition 4.1.

**Remark 5.** The condition $\alpha_n = o(n^{-1/2})$ as $n \to \infty$ may be ensured by smoothness conditions satisfied by the transition kernel $p(x, y)$: under Hölder constraints of order $s$ such rates are achieved as soon as $s > 1$, that is a rather weak assumption.

We also define the pseudo-regeneration based standardized (resp., studentized) sample mean by

$$
\tilde{\zeta}_n = n^{1/2} \sigma^{-1}(f)(\hat{\mu}_n(f) - \mu(f)),
$$

$$
\tilde{t}_n = \hat{n}^{1/2} \tilde{\sigma}_n(f)^{-1}(\hat{\mu}_n(f) - \mu(f)).
$$

The following theorem straightforwardly results from Theorem 3.

**Theorem 4.** Under the assumptions of Theorem 3, we have as $n \to \infty$

$$
\tilde{\zeta}_n \Rightarrow \mathcal{N}(0, 1) \text{ and } \tilde{t}_n \Rightarrow \mathcal{N}(0, 1).
$$

This shows that from pseudo-regeneration blocks one may easily construct a consistent estimator of the asymptotic variance $\sigma^2(f)$ and asymptotic confidence intervals for $\mu(f)$ in the general positive recurrent case (see Section 5 for more accurate confidence intervals based on a regenerative bootstrap method). In [8], an E.E. is proved for the studentized statistic $\tilde{t}_n$. The main problem consists in handling computational difficulties induced by the dependence structure, that results from the preliminary estimation of the transition density. For partly solving this problem, one may use **Algorithm 4**, involving the 2-split trick. Under smoothness assumptions for the transition kernel (which are often fulfilled in practice), [11] established the validity of the E.E. up to $O(n^{-5/6} \log(n))$, stated in the result below.
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Theorem 5. Here we give some examples with the aim to illustrate the wide range of applications of the results previously stated.

\[ \text{Proposition 3.} \]

\[ \text{Some illustrative examples} \]

For this we need to introduce the following Cramer condition which is somehow easier to check than the Cramer condition C1 for the split-chain

\[ (C1') \text{ Assume that, for the chosen small set } S, \]

\[ \lim_{|t| \to \infty} \sup_{x \in S} |E_x(\exp(it\sum_{i=1}^{\tau_S} \{f(X_i) - \mu(f)\})| < 1 \]

Theorem 5. Suppose that \( (C1'), \mathcal{H}_0(\kappa, \nu), \mathcal{H}_1(\kappa, f, \nu), \mathcal{H}_2(\kappa), \mathcal{H}_3(f) \) with \( \kappa > 6, \mathcal{H}_2, \mathcal{H}_3 \text{ and } \mathcal{H}_4 \text{ are fulfilled. Let } m_n \text{ and } p_n \text{ be integer sequences tending to } \infty \text{ as } n \to \infty, \text{ such that } n^{1/\gamma} \leq p_n \leq m_n \text{ and } m_n = o(n) \text{ as } n \to \infty. \text{ Then, the following limit result holds for the pseudo-regeneration} \]

\[ \sup_{x \in \mathbb{R}} |P_x(\zeta_n \leq x) - F_n^{(2)}(x)| = O(n^{-1/2}\alpha_{m_n}^{1/2} \vee n^{-3/2}m_n), \text{ as } n \to \infty, \]

and if in addition \( (C4) \) holds for the split chain and the preceding assumptions with \( \kappa > 8 \) and are satisfied, we also have

\[ \sup_{x \in \mathbb{R}} |P_x(\hat{t}_n \leq x) - F_n^{(2)}(x)| = O(n^{-1/2}\alpha_{m_n}^{1/2} \vee n^{-3/2}m_n), \text{ as } n \to \infty, \]

where \( F_n^{(2)}(x) \) and \( F_n^{(2)}(x) \) are the expansions defined in Theorem 4.2 related to the split chain. In particular, if \( \alpha_{m_n} = m_n \log(m_n) \), by picking \( m_n = n^{2/3} \), these E.E. hold up to \( O(n^{-5/6} \log(n)) \).

The conditions are satisfied for a wide range of Markov chains, including nonstationary cases and chains with polynomial decay of \( \alpha \)-mixing coefficients (cf remark 2.1) that do not fall into the validity framework of the Moving Block Bootstrap methodology. In particular it is worth noticing that these conditions are weaker than [39]'s conditions (in a strong mixing setting).

As stated in the following proposition, the coefficients involved in the E.E.'s above may be estimated from the approximate regeneration blocks.

\[ \text{Proposition 3. Under } \mathcal{H}_0^{s}(2s, \nu), \mathcal{H}_1^{s}(2s, \nu, f), \mathcal{H}_0^{s}(2s \vee 8), \mathcal{H}_1^{s}(2s \vee 8, f) \text{ with } s \geq 2, \mathcal{H}_2, \mathcal{H}_3 \text{ and } \mathcal{H}_4, \text{ the expectation } M_{s, A, M} = E_{A, M}(\sum_{i=1}^{T_{A, M}} \mathcal{T}(X_i)^s) \text{ is well-defined and we have, as } n \to \infty, \]

\[ \tilde{\mu}_{s, n} = n^{-1} \sum_{i=1}^{l-1} (f(\bar{B}_j) - \tilde{\mu}(f)l(\bar{B}_j))^s = E_{A, M}(\tau_{A, M})^{-1} M_{s, A, M} + O_P(\alpha_{m_n}^{1/2}). \]

1.4.3 Some illustrative examples

Here we give some examples with the aim to illustrate the wide range of applications of the results previously stated.
Example 1: countable Markov chains.

Let $X$ be a general irreducible chain with a countable state space $E$. For such a chain, any recurrent state $a \in E$ is naturally an accessible atom and conditions involved in the limit results presented in §4.1 may be easily checked at hand. Consider for instance Cramer condition (C1), denote by $\Pi$ the transition matrix and set $A = \{a\}$. We have, for any $k \in \mathbb{N}^*$:

$$\left| \mathbb{E}_A(e^{it\sum_{j=1}^k f(X_j)}) \right| = \left| \sum_{l=1}^{\infty} \mathbb{E}_A(e^{it\sum_{j=1}^l f(X_j)}|\tau_A = l)\mathbb{P}_A(\tau_A = l) \right|$$

$$\leq \left| \mathbb{E}_A(e^{it\sum_{j=1}^k f(X_j)}|\tau_A = k)\mathbb{P}_A(\tau_A = k) + 1 - \mathbb{P}_A(\tau_A = k) \right|,$$

and

$$\left| \mathbb{E}_A(e^{it\sum_{j=1}^k f(X_j)}|\tau_A = k) \right| = \sum_{x_1 \neq a, \ldots, x_{k-1} \neq a} e^{it\sum_{j=1}^k f(x_j)} \Pi(a, x_1)\ldots\Pi(x_{k-1}, a)$$

$$\leq \sum_{x_1 \neq a, \ldots, x_{k-1} \neq a} \Pi(a, x_1)\ldots\Pi(x_{k-1}, a) = \mathbb{P}_A(\tau_A = k).$$

We thus have $|\mathbb{E}_A(e^{itS_{\tau_A}})| \leq \mathbb{P}_A(\tau_A = k)^2 + 1 - \mathbb{P}_A(\tau_A = k)$. Hence, as soon as there exists $k_0 \geq 1$ such that the probability that the chain returns to state $a$ in $k_0$ steps is strictly positive and strictly less than 1, (C1) is fulfilled. Notice that the only case for which such condition does not hold corresponds to the case when the return time to the atom is deterministic (observe that this includes the discrete i.i.d. case, that corresponds to the case when the whole state space is a Harris atom).

Example 2: modulated random walk on $\mathbb{R}_+$.

Consider the model

$$X_0 = 0 \text{ and } X_{n+1} = (X_n + W_n)_+ \text{ for } n \in \mathbb{N},$$

where $x_+ = \max(x, 0)$, $(X_n)$ and $(W_n)$ are sequences of r.v.’s such that, for all $n \in \mathbb{N}$, the distribution of $W_n$ conditionally to $X_0, \ldots, X_n$ is given by $U(X_n, \cdot)$ where $U(x, \cdot)$ is a transition kernel from $\mathbb{R}_+$ to $\mathbb{R}$. Then, $X_n$ is a Markov chain on $\mathbb{R}_+$ with transition probability kernel $\Pi(x, dy)$ given by

$$\Pi(x, \{0\}) = U(x, ]-\infty, -x]),$$

$$\Pi(x, [y, \infty[) = U(x, [y-x, \infty[),$$

for all $x \geq 0$. Observe that the chain $\Pi$ is $\delta_0$-irreducible when $U(x, \cdot)$ has infinite left tail for all $x \geq 0$ and that $\{0\}$ is then an accessible atom for $X$. The chain is shown to be positive recurrent if there exists $b > 0$ and a test
function $V : \mathbb{R}_+ \to [0, \infty]$ such that $V(0) < \infty$ and the drift condition below holds for all $x \geq 0$

$$\int \Pi(x, dy)V(y) - V(x) \leq -1 + b\{x = 0\},$$

(see in [60]). The times at which $X$ reaches the value 0 are thus regeneration times, and allow to define regeneration blocks dividing the sample path, as shown in Fig. 1. Such a modulated random walk (for which, at each step $n$, the increasing $W_n$ depends on the actual state $X_n = x$), provides a model for various systems, such as the popular content-dependent storage process studied in [44] (see also [19]) or the work-modulated single server queue in the context of queuing systems (cf [20]). For such atomic chains with continuous state space (refer to [60], [33], [34] and [2] for other examples of such chains), one may easily check conditions used in § 3.1 in many cases. One may show for instance that (C1) is fulfilled as soon as there exists $k \geq 1$ such that $0 < P_A(\tau_A = k) < 1$ and the distribution of $\sum_{i=1}^{k} f(X_i)$ conditioned on $X_0 \in A$ and $\tau_A = k$ is absolutely continuous. For the regenerative model described above, this sufficient condition is fulfilled with $k = 2$, $f(x) = x$ and $A = \{0\}$, when it is assumed for instance that $U(x, dy)$ is absolutely continuous for all $x \geq 0$ and $\emptyset \neq \text{supp} U(0, dy) \cap \mathbb{R}_+ \neq \mathbb{R}_+$.

**Example 3: nonlinear time series.**

Consider the heteroskedastic autoregressive model

$$X_{n+1} = m(X_n) + \sigma(X_n)\varepsilon_{n+1}, \ n \in \mathbb{N},$$

where $m : \mathbb{R} \to \mathbb{R}$ and $\sigma : \mathbb{R} \to \mathbb{R}_+$ are measurable functions, $(\varepsilon_n)_{n \in \mathbb{N}}$ is an i.i.d. sequence of r.v.'s drawn from $g(x)dx$ such that, for all $n \in \mathbb{N}$, $\varepsilon_{n+1}$ is independent from the $X_k$'s, $k \leq n$ with $E(\varepsilon_{n+1}) = 0$ and $E(\varepsilon^2_{n+1}) = 1$. The transition kernel density of the chain is given by $p(x, y) = g((y-m(x))/\sigma(x))$, $(x, y) \in \mathbb{R}^2$. Assume further that $g$, $m$ and $\sigma$ are continuous functions and there exists $x_0 \in \mathbb{R}$ such that $p(x_0, x_0) > 0$. Then, the transition density is uniformly bounded from below over some neighborhood $V_{x_0}(\varepsilon)^2 = [x_0 - \varepsilon, x_0 + \varepsilon]^2$ of $(x_0, x_0)$ in $\mathbb{R}^2$ : there exists $\delta = \delta(\varepsilon) \in [0, 1[$ such that,

$$\inf_{(x, y) \in V_{x_0}^2} p(x, y) \geq \delta(2\varepsilon)^{-1}. \quad (1.21)$$

We thus showed that the chain $X$ satisfies the minorization condition $\mathcal{M}(1, V_{x_0}(\varepsilon), \delta, \mathcal{U}_{V_{x_0}(\varepsilon)})$. Furthermore, block-moment conditions for such time series model may be checked via the practical conditions developed in [29] (see their example 3).

**1.5 Regenerative block-bootstrap**

[5] and [27] proposed a specific bootstrap methodology for atomic Harris positive recurrent Markov chains, which exploits the renewal properties of the
The main idea underlying this method consists in resampling a deterministic number of data blocks corresponding to regeneration cycles. However, because of some inadequate standardization, the regeneration-based bootstrap method proposed in [27] is not second order correct when applied to the sample mean problem (its rate is $O_p(n^{-1/2})$ in the stationary case). Prolongating this work, [9] have shown how to modify suitably this resampling procedure to make it second order correct up to $O_p(n^{-1} \log(n))$ in the unstudentized case (i.e. when the variance is known) when the chain is stationary. However this Bootstrap method remains of limited interest from a practical viewpoint, given the necessary modifications (standardization and recentering) and the restrictive stationary framework required to obtain the second order accuracy: it fails to be second order correct in the nonstationary case, as a careful examination of the second order properties of the sample mean statistic of a positive recurrent chain based on its E.E. shows (cf [57], [8]). A powerful alternative, namely the Regenerative Block-Bootstrap (RBB), have been thus proposed and studied in [10], that consists in imitating further the renewal structure of the chain by resampling regeneration data blocks, until the length of the reconstructed Bootstrap series is larger than the length $n$ of the original data series, so as to approximate the distribution of the (random) number of regeneration blocks in a series of length $n$ and remove some bias terms (see section 4). Here we survey the asymptotic validity of the RBB for the studentized mean by an adequate estimator of the asymptotic variance. This is the useful version for confidence intervals but also for practical use of the Bootstrap (cf [43]) and for a broad class of Markov chains (including chains with strong mixing coefficients decreasing at a polynomial rate), the accuracy reached by the RBB is proved to be of order $O_p(n^{-1})$ both for the standardized and the studentized sample mean. The rate obtained is thus comparable to the optimal rate of the Bootstrap distribution in the i.i.d. case, contrary to the Moving Block Bootstrap (cf [40], [53]). The proof relies on the E.E. for the studentized sample mean stated in § 4.1 (see Theorems 4.2, 4.6). In [10] a straightforward extension of the RBB procedure to general Harris chains based on the ARB construction (see § 3.1) is also proposed (it is called Approximate Regenerative Block-Bootstrap, ARBB in abbreviated form). Although it is based on the approximate regenerative blocks, it is shown to be still second order correct when the estimate $p_n$ used in the ARB algorithm is consistent. We also emphasize that the principles underlying the (A)RBB may be applied to any (eventually continuous time) regenerative process (and not necessarily markovian) or with a regenerative extension that may be approximated (see [84]).

### 1.5.1 The (approximate) regenerative block-bootstrap algorithm.

Once true or approximate regeneration blocks $\hat{B}_1, \ldots, \hat{B}_{\hat{l}_n-1}$ are obtained (by implementing Algorithm 1, 2, 3 or 4), the (approximate) regenerative
block-bootstrap algorithm for computing an estimate of the sample distribution of some statistic $T_n = T(\hat{B}_1, ..., \hat{B}_{l_n-1})$ with standardization $S_n = S(\hat{B}_1, ..., \hat{B}_{l_n-1})$ is performed in 3 steps as follows.

**Algorithm 5** (Approximate) Regenerative Block-Bootstrap

1. Draw sequentially bootstrap data blocks $B_1^*, ..., B_k^*$ (with length denoted by $l(B_j^*)$, $j = 1, ..., k$) independently from the empirical distribution $\hat{\delta}_n$ = $(\hat{I}_n - 1)^{-1} \sum_{j=1}^{\hat{I}_n-1} \delta_{B_j}$ of the initial blocks $\hat{B}_1, ..., \hat{B}_{l_n-1}$, until the length of the bootstrap data series $l^*(k) = \sum_{j=1}^{k} l(B_j^*)$ is larger than $n$. Let $l^*_n = \inf\{k \geq 1, l^*(k) > n\}$.

2. From the bootstrap data blocks generated at step 1, reconstruct a pseudo-trajectory by binding the blocks together, getting the reconstructed $(A)RBB sample path$$X^{*(n)} = (B_1^*, ..., B_{l^*_n-1}^*)$.

Then compute the $(A)RBB$ statistic and its $(A)RBB standardization$$T_n^* = T(X^{*(n)}) and S_n^* = S(X^{*(n)})$.

3. The $(A)RBB distribution$ is then given by$$H_{(A)RBB}(x) = \mathbb{P}^*(S_n^{-1}(T_n^* - T_n) \leq x),$$where $\mathbb{P}^*$ denotes the conditional probability given the original data.

**Remark 6.** A Monte-Carlo approximation to $H_{(A)RBB}(x)$ may be straightforwardly computed by repeating independently $N$ times this algorithm.

1.5.2 Atomic case: second order accuracy of the RBB

In the case of the sample mean, the bootstrap counterparts of the estimators $\overline{\mu}_n(f)$ and $\sigma_n^2(f)$ considered in § 4.1 (using the notation therein) are

$$\mu_n^*(f) = n_A^{*^{-1}} \sum_{j=1}^{l_n^*} f(B_j^*) \quad and \quad \sigma_n^{*2}(f) = n_A^{*^{-1}} \sum_{j=1}^{l_n^*} \{f(B_j^*) - \mu_n^*(f)l(B_j^*)\}^2,$$

(1.22)

with $n_A^* = \sum_{j=1}^{l_n^*} l(B_j^*)$. Let us consider the RBB distribution estimates of the unstandardized and studentized sample means

$$H_{RBB}^U(x) = \mathbb{P}^*(n_A^{1/2} \sigma_n(f)^{-1}(\mu_n^*(f) - \overline{\mu}_n(f)) \leq x),$$

$$H_{RBB}^S(x) = \mathbb{P}^*(n_A^{1/2} \sigma_n^{-1}(f)(\mu_n^*(f) - \overline{\mu}_n(f)) \leq x).$$

The following theorem established in [9] shows that the RBB is asymptotically valid for the sample mean. Moreover it ensures that the RBB attains the optimal rate of the i.i.d. Bootstrap. The proof of this result crucially relies on the E.E. given in [57] in the standardized case and its extension to the studentized case proved in [8].
Theorem 6. Suppose that (C1) is satisfied. Under \( \mathcal{H}_0'(2, \nu), \mathcal{H}_1'(2, f, \nu), \mathcal{H}_0'(\kappa) \) and \( \mathcal{H}_1'(\kappa, f) \) with \( \kappa > 6 \), the RBB distribution estimate for the unstandardized sample mean is second order accurate in the sense that

\[
\Delta_n^U = \sup_{x \in \mathbb{R}} |H_{RBB}^U(x) - H_\nu^U(x)| = O_p(n^{-1}), \text{ as } n \to \infty,
\]

with \( H_\nu^U(x) = \mathbb{P}_\nu(n^{1/2}\sigma_f^{-1}\{\bar{\mu}_n(f) - \mu(f)\} \leq x) \). And if in addition (C4), \( \mathcal{H}_0'(\kappa) \) and \( \mathcal{H}_1'(\kappa, f) \) are checked with \( \kappa > 8 \), the RBB distribution estimate for the standardized sample mean is also 2nd order correct

\[
\Delta_n^S = \sup_{x \in \mathbb{R}} |H_{RBB}^S(x) - H_\nu^S(x)| = O_p(n^{-1}), \text{ as } n \to \infty,
\]

with \( H_\nu^S(x) = \mathbb{P}_\nu(n^{1/2}\sigma_n^{-1}(f)\{\bar{\mu}_n(f) - \mu(f)\} \leq x) \).

1.5.3 Asymptotic validity of the ARBB for general chains

The ARBB counterparts of the statistics \( \hat{\mu}_n(f) \) and \( \hat{\sigma}_n^2(f) \) considered in § 4.2 (using the notation therein) may be expressed as

\[
\mu_n^*(f) = n_{AM}^{-1}\sum_{j=1}^{l_n^*-1} f(B_j^*) \quad \text{and} \quad \sigma_n^{*2}(f) = n_{AM}^{-1}\sum_{j=1}^{l_n^*-1} \{f(B_j^*) - \mu_n^*(f)l(B_j^*)\}^2,
\]

denoting by \( n_{AM} = \sum_{j=1}^{l_n^*-1} l(B_j^*) \) the length of the ARBB data series. Define the ARBB versions of the pseudo-regeneration based unstudentized and studentized sample means (cf § 4.2) by

\[
\zeta_n^* = n^{1/2}\frac{\mu_n^*(f) - \hat{\mu}_n(f)}{\hat{\sigma}_n(f)} \quad \text{and} \quad \hat{\tau}_n^* = n^{1/2}\frac{\mu_n^*(f) - \hat{\mu}_n(f)}{\hat{\sigma}_n(f)}.
\]

The unstandardized and studentized version of the ARBB distribution estimates are then given by

\[
H_{ARBBD}^U(x) = \mathbb{P}^*(\zeta_n^* \leq x \mid X^{(n+1)}) \quad \text{and} \quad H_{ARBBD}^S(x) = \mathbb{P}^*(\hat{\tau}_n^* \leq x \mid X^{(n+1)}).
\]

This is the same construction as in the atomic case, except that one uses the approximate regeneration blocks instead of the exact regenerative ones (cf Theorem 3.3 in [10]).

Theorem 7. Under the hypotheses of Theorem 4.2, we have the following convergence results in distribution under \( \mathbb{P}_\nu \)

\[
\Delta_n^U = \sup_{x \in \mathbb{R}} |H_{ARBBD}^U(x) - H_\nu^U(x)| \to 0, \text{ as } n \to \infty,
\]

\[
\Delta_n^S = \sup_{x \in \mathbb{R}} |H_{ARBBD}^S(x) - H_\nu^S(x)| \to 0, \text{ as } n \to \infty.
\]
Second order properties of the ARBB using the 2-split trick

To bypass the technical difficulties related to the dependence problem induced by the preliminary step estimation, assume now that the pseudo regenerative blocks are constructed according to Algorithm 4 (possibly including the selection rule for the small set of Algorithm 3 when using only the $m_n$ first observations). It is then easier (at the price of a small loss in the 2nd order term) to get second order results both in the case of standardized and studentized statistics, as stated below (refer to [10] for the technical proof).

**Theorem 8.** Under assumptions $(C1)$, $H'_0(\kappa, \nu)$, $H'_1(\kappa, f, \nu)$, $H'_0(f, \kappa)$, $H'_1(f, \kappa)$ with $\kappa > 6$, $H_2$, $H_3$ and $H_4$, we have the second order validity of the ARBB distribution both in the standardized and unstandardized case up to order

$$\Delta_n^U = O_P(\frac{n^{-1/2} \alpha_{m_n}^{1/2}}{v_n^{-1/2} n^{-1}} m_n), \text{ as } n \to \infty.$$ 

And if in addition, $(C4)$ holds for the split chains and the preceding assumptions hold with $\kappa > 8$, we have

$$\Delta_n^S = O_P(\frac{n^{-1/2} \alpha_{m_n}^{1/2}}{v_n^{-1/2} n^{-1}} m_n), \text{ as } n \to \infty.$$ 

In particular if $\alpha_m = m \log(m)$, by choosing $m_n = n^{2/3}$, the ARBB is second order correct up to $O(n^{-5/6} \log(n))$.

It is worth noticing that the rate that can be attained by the 2-split trick variant of the ARBB for such chains is faster than the optimal rate the MBB may achieve, which is typically of order $O(n^{-3/4})$ under very strong assumptions (see [40], [53]). Other variants of the bootstrap (sieve bootstrap) for time-series (see [21]) may also yield (at least practically) very accurate approximation (see [22]). When some specific non-linear structure is assumed for the chain (see our example 3), nonparametric method estimation and residual based resampling methods may also be used: see for instance [35]. However to our knowledge, there is no explicit rate of convergence available for these kinds of bootstrap techniques. An empirical comparison of all these recent methods is under the scope of this paper but would be certainly of great help.

### 1.6 Some extensions to U-statistics

We now turn to extend some of the asymptotic results stated in sections 4 and 5 for sample mean statistics to a wider class of functionals and shall consider statistics of the form $\sum_{1 \leq i \neq j \leq n} U(X_i, X_j)$. For the sake of simplicity, we confined the study to $U$-statistics of degree 2, in the real case only. As will be shown below, asymptotic validity of inference procedures based on such statistics does not straightforwardly follow from results established in the previous sections, even for atomic chains. Furthermore, whereas asymptotic validity of
the (approximate) regenerative block-bootstrap for these functionals may be easily obtained, establishing its second order validity and give precise rate is much more difficult from a technical viewpoint and is left to a further study. Besides, arguments presented in the sequel may be easily adapted to V-statistics $\sum_{1 \leq i, j \leq n} U(X_i, X_j)$.

1.6.1 Regenerative case

Given a trajectory $X^{(n)} = (X_1, ..., X_n)$ of a Harris positive atomic Markov chain with stationary probability law $\mu$ (refer to § 2.2 for assumptions and notation), we shall consider in the following U-statistics of the form

$$T_n = \frac{1}{n(n-1)} \sum_{1 \leq i \neq j \leq n} U(X_i, X_j),$$

where $U : E^2 \rightarrow \mathbb{R}$ is a kernel of degree 2. Even if it entails introducing the symmetrized version of $T_n$, it is assumed throughout the section that the kernel $U(x, y)$ is symmetric. Although such statistics have been mainly used and studied in the case of i.i.d. observations, in dependent settings such as ours, these statistics are also of interest, as shown by the following examples.

- In the case when the chain takes real values and is positive recurrent with stationary distribution $\mu$, the variance of the stationary distribution $s^2 = \mathbb{E}_{\mu}((X - \mathbb{E}_{\mu}(X))^2)$, if well defined (note that it differs in general from the asymptotic variance of the mean statistic studied in § 4.1), may be consistently estimated under adequate block moment conditions by

$$\hat{s}_n^2 = \frac{1}{n-1} \sum_{i=1}^{n} (X_i - \mu_n)^2 = \frac{1}{n(n-1)} \sum_{1 \leq i \neq j \leq n} (X_i - X_j)^2/2,$$

where $\mu_n = n^{-1} \sum_{i=1}^{n} X_i$, which is a U-statistic of degree 2 with symmetric kernel $U(x, y) = (x - y)^2/2$.

- In the case when the chain takes its values in the multidimensional space $\mathbb{R}^p$, endowed with some norm $||.||$, many statistics of interest may be written as a U-statistic of the form

$$U_n = \frac{1}{n(n-1)} \sum_{1 \leq i \neq j \leq n} H(||X_i - X_j||),$$

where $H : \mathbb{R} \rightarrow \mathbb{R}$ is some measurable function. And in the particular case when $p = 2$, for some fixed $t$ in $\mathbb{R}^2$ and some smooth function $h$, statistics of type

$$U_n = \frac{1}{n(n-1)} \sum_{1 \leq i \neq j \leq n} h(t, X_i, X_j)$$

arise in the study of the correlation dimension for dynamic systems (see [18]).

Depth statistical functions for spatial data are also particular examples of such statistics (cf [81]).
In what follows, the parameter of interest is
\[
\mu(U) = \int_{(x,y) \in E^2} U(x,y) \mu(dx)\mu(dy),
\]
which quantity we assume to be finite. As in the case of i.i.d. observations, a natural estimator of \(\mu(U)\) in our markovian setting is \(\hat{T}_n\). We shall now study its consistency properties and exhibit an adequate sequence of renormalizing constants for the latter, by using the regeneration blocks construction once again. For later use, define \(\omega_U : T^2 \to \mathbb{R}\) by
\[
\omega_U(x^{(k)}, y^{(l)}) = \sum_{i=1}^{k} \sum_{j=1}^{l} U(x_i, y_j),
\]
for any \(x^{(k)} = (x_1, \ldots, x_k), \ y^{(l)} = (y_1, \ldots, y_l)\) in the torus \(T = \bigcup_{n=1}^{\infty} E^n\) and observe that \(\omega_U\) is symmetric, as \(U\).

"Regeneration-based Hoeffding’s decomposition"

By the representation of \(\mu\) as a Pitman’s occupation measure (cf Theorem 2.1), we have
\[
\mu(U) = \alpha^{-2} \mathbb{E}_A \left( \sum_{i=1}^{\tau_A(1)} \sum_{l=\tau_A(1)+1}^{\tau_A(2)} U(X_i, X_j) \right)
= \alpha^{-2} \mathbb{E}(\omega_U(B_l, B_k)),
\]
for any integers \(k, l\) such that \(k \neq l\). In the case of \(U\)-statistics based on dependent data, the classical (orthogonal) Hoeffding decomposition (cf [80]) does not hold anymore. Nevertheless, we may apply the underlying projection principle for establishing the asymptotic normality of \(\hat{T}_n\) by approximatively rewriting it as a \(U\)-statistic of degree 2 computed on the regenerative blocks only, in a fashion very similar to the Bernstein blocks technique for strongly mixing random fields (cf [30], [7]), as follows. As a matter of fact, the estimator \(\hat{T}_n\) may be decomposed as
\[
\hat{T}_n = \frac{(l_n-1)(l_n-2)}{n(n-1)} U_{l_n-1} + T_n^{(0)} + T_n^{(n)} + \Delta_n,
\]
where,
\[
U_L = \frac{2}{L(L-1)} \sum_{1 \leq k < l \leq L} \omega_U(B_k, B_l),
\]
\[
T_n^{(0)} = \frac{2}{n(n-1)} \sum_{1 \leq k < l_n-1} \omega_U(B_k, B_l), \quad T_n^{(n)} = \frac{2}{n(n-1)} \sum_{0 \leq k \leq l_n-1} \omega_U(B_k, B_{l_n}^{(n)}),
\]
\[
\Delta_n = \frac{1}{n(n-1)} \left\{ \sum_{k=0}^{l_n-1} \omega_U(B_k, B_k) + \omega_U(B_{l_n}^{(n)}), B_{l_n}^{(n)}) - \sum_{i=1}^{n} U(X_i, X_i) \right\}.
\]
Observe that the "block diagonal part" of $T_n$, namely $\Delta_n$, may be straightforwardly shown to converge $\mathbb{P}_\nu$ a.s. to 0 as $n \to \infty$, as well as $T_n^{(0)}$ and $T_n^{(1)}$ by using the same arguments as the ones used in § 4.1 for dealing with sample means, under obvious block moment conditions (see conditions (ii)-(iii) below). And, since $l_n/n \to \alpha^{-1}$ $\mathbb{P}_\nu$-a.s. as $n \to \infty$, asymptotic properties of $T_n$ may be derived from the ones of $U_{l_n-1}$, which statistic depends on the regeneration blocks only. The key point relies in the fact that the theory of $U$-statistics based on i.i.d. data may be straightforwardly adapted to functionals of the i.i.d. regeneration blocks of the form $\sum_{k<l} \omega_U(B_k, B_l)$. Hence, the asymptotic behaviour of the $U$-statistic $U_L$ as $L \to \infty$ essentially depends on the properties of the linear and quadratic terms appearing in the following variant of Hoeffding's decomposition. For $k, l \geq 1$, define

$$\bar{\omega}_U(B_k, B_l) = \sum_{i=\tau_A(k+1)}^{\tau_A(k+1)\tau_A(l+1)} \sum_{j=\tau_A(l+1)} U(X_i, X_j) - \mu(U).$$

(notice that $\mathbb{E}(\bar{\omega}_U(B_k, B_l)) = 0$ when $k \neq l$) and for $L \geq 1$ write the expansion

$$U_L - \mu(U) = \frac{2}{L} \sum_{k=1}^{\tau_A(l+1)} \omega_U^{(1)}(B_k) + \frac{2}{L(L-1)} \sum_{1 \leq k < l \leq L} \omega_U^{(2)}(B_k, B_l), \quad (1.26)$$

where, for any $b_1 = (x_1, \ldots, x_l) \in \mathbb{T}$,

$$\omega_U^{(1)}(b_1) = \mathbb{E}(\bar{\omega}_U(B_1, B_2)|B_1 = b_1) = \mathbb{E}_A \left( \sum_{i=1}^{l} \sum_{j=1}^{\tau_A} \bar{\omega}_U(x_i, X_j) \right)$$

is the linear term (see also our definition of the influence function of the parameter $\mathbb{E}(\omega(B_1, B_2))$ in section 7) and for all $b_1, b_2$ in $\mathbb{T}$,

$$\omega_U^{(2)}(b_1, b_2) = \bar{\omega}_U(b_1, b_2) - \bar{\omega}_U^{(1)}(b_1) - \bar{\omega}_U^{(1)}(b_2)$$

is the quadratic degenerate term (gradient of order 2). Notice that by using the Pitman’s occupation measure representation of $\mu$, we have as well, for any $b_1 = (x_1, \ldots, x_l) \in \mathbb{T}$,

$$(E_A \tau_A)^{-1} \omega_U^{(1)}(b_1) = \sum_{i=1}^{l} \mathbb{E}_\mu(\bar{\omega}_U(x_i, X_1)).$$

For resampling purposes, we also introduce the $U$-statistic based on the data between the first regeneration time and the last one only:

$$\bar{T}_n = \frac{2}{\bar{n}(\bar{n} - 1)} \sum_{1 + \tau_A \leq i < j \leq \tau_A(n)} U(X_i, X_j),$$

with $\bar{n} = \tau_A(l_n) - \tau_A$ and $\bar{T}_n = 0$ when $l_n \leq 1$ by convention.
Asymptotic normality and asymptotic validity of the RBB

Now suppose that the following conditions, which are involved in the next result, are fulfilled by the chain.

(i) (Non degeneracy of the \( U \)-statistic)

\[ 0 < \sigma_U^2 = \mathbb{E}(\omega_U^{(1)}(B_1)^2) < \infty. \]

(ii) (Block-moment conditions: linear part) For some \( s \geq 2 \),

\[ \mathbb{E}\omega_U^{(1)}(B_1)^s < \infty \quad \text{and} \quad \mathbb{E}_\nu\omega_U^{(1)}(B_0)^2 < \infty. \]

(iii) (Block-moment conditions: quadratic part) For some \( s \geq 2 \),

\[ \mathbb{E}|\omega_U(B_1, B_2)|^s < \infty \quad \text{and} \quad \mathbb{E}_\nu|\omega_U(B_0, B_1)|^2 < \infty, \]

\[ \mathbb{E}|\omega_U(B_0, B_1)|^2 < \infty \quad \text{and} \quad \mathbb{E}_\nu|\omega_U(B_0, B_0)|^2 < \infty. \]

By construction, under (ii)-(iii) we have the crucial orthogonality property:

\[ \text{Cov}(\omega_U^{(1)}(B_1), \omega_U^{(2)}(B_1, B_2)) = 0. \quad (1.27) \]

Now a slight modification of the argument given in [47] allows to prove straightforwardly that \( \sqrt{L}(U_L - \mu(U)) \) is asymptotically normal with zero mean and variance \( 4\sigma_U^2 \). Furthermore, by adapting the classical CLT argument for sample means of Markov chains (refer to [60] for instance) and using (1.27) and \( l_n/n \to \alpha^{-1} \mathbb{P}_\nu\)-a.s. as \( n \to \infty \), one deduces that \( \sqrt{n}(T_n - \mu(U)) \Rightarrow \mathcal{N}(0, \Sigma^2) \) as \( n \to \infty \) under \( \mathbb{P}_\nu \), with \( \Sigma^2 = 4\alpha^{-3}\sigma_U^2 \).

Besides, estimating the normalizing constant is important (for constructing confidence intervals or bootstrap counterparts for instance). So we define the natural estimator \( \sigma_U^2, L \) of \( \sigma_U^2 \) based on the (asymptotically i.i.d.) \( l_n - 1 \) regeneration data blocks by

\[ \sigma_U^2, L = (L - 1)(L - 2)^{-2} \sum_{k=1}^{L}[(L - 1)^{-1} \sum_{l=1, l \neq i}^{L} \omega_U(B_k, B_l) - U_L]^2, \]

for \( L \geq 1 \). The estimate \( \sigma_U^2, L \) is a simple transposition of the jackknife estimator considered in [23] to our setting and may be easily shown to be strongly consistent (by adapting the SLLN for \( U \)-statistics to this specific functional of the i.i.d regeneration blocks). Furthermore, we derive that \( \Sigma_n^2 \to \Sigma^2 \) \( \mathbb{P}_\nu \)-a.s., as \( n \to \infty \), where

\[ \Sigma_n^2 = 4(l_n/n)^3 \sigma_U^2, l_n - 1. \]

We also consider the regenerative block-bootstrap counterparts \( T_n^* \) and \( \Sigma_n^{*2} \) of \( \bar{T}_n \) and \( \Sigma_n^2 \) respectively, constructed via Algorithm 5:
\[ T_n^* = \frac{2}{n^*(n^* - 1)} \sum_{1 \leq i < j \leq n^*} U(X_i^*, X_j^*), \]
\[ \Sigma_{n^*}^2 = 4(l_n^*/n^*)^3 \sigma_{U, l_n^* - 1}^2, \]

where \( n^* \) denotes the length of the RBB data series \( X^{*(n)} = (X_1, ..., X_{n^*}) \) constructed from the \( l_n^* - 1 \) bootstrap data blocks, and

\[ \sigma_{U, l_n^* - 1}^2 = (l_n^* - 2)(l_n^* - 3)^{-2} \sum_{k=1}^{l_n^* - 1} (l_n^* - 2)^{-1} \sum_{l=1, l \neq k}^{l_n^* - 1} \omega_U(B_k^*, B_l^*) - U_{l_n^* - 1}^2, \]

\[ U_{l_n^* - 1} = \frac{2}{(l_n^* - 1)(l_n^* - 2)} \sum_{1 \leq k < l < l_n^* - 1} \omega_U(B_k^*, B_l^*). \]

We may then state the following result.

**Theorem 9.** If conditions (i)-(iii) are fulfilled with \( s = 4 \), then we have the CLT under \( \mathbb{P}_\nu \)

\[ \sqrt{n}(T_n - \mu(U))/\Sigma_n \Rightarrow N(0, 1), \text{ as } n \to \infty. \]

This limit result also holds for \( \bar{T}_n \), as well as the asymptotic validity of the RBB distribution: as \( n \to \infty \),

\[ \sup_{x \in \mathbb{R}} |\mathbb{P}_\nu(\sqrt{n^*(T_n^* - \bar{T}_n^*))}/\Sigma_n^* \leq x - \mathbb{P}_\nu(\sqrt{n^*(T_n - \mu(U))}/\Sigma_n \leq x)| \xrightarrow{\mathbb{P}_\nu} 0. \]

Whereas proving the asymptotic validity of the RBB for \( U \)-statistics under these assumptions is straightforward (its second order accuracy up to \( o(n^{-1/2}) \)) seems also quite easy to prove by simply adapting the argument used by [46] under appropriate Cramer condition on \( \omega_U^{(1)}(B_l) \) and block-moment assumptions, establishing an exact rate, \( O(n^{-1}) \) for instance as in the case of sample mean statistics, is much more difficult. Even if one try to reproduce the argument in [8] consisting in partitioning the underlying probability space according to every possible realization of the regeneration times sequence between 0 and \( n \), the problem boils down to control the asymptotic behaviour of the distribution \( \mathbb{P}(\sum_{1 \leq i < j \leq m} \omega_U^{(2)}(B_i, B_j)/\sigma_U^2, m \leq y, \sum_{j=1}^{m} l(B_j) = l) \) as \( m \to \infty \), which is a highly difficult technical task (due to the need of a simultaneous control of the lattice component and of the degenerate part of the \( U \)-statistics).

**Remark 7.** We point out that the approach developed here to deal with the statistic \( \bar{U}_L \) naturally applies to more general functionals of the regeneration blocks \( \sum_{k<l} \omega(B_k, B_l) \), with \( \omega : \mathbb{T}^2 \to \mathbb{R} \) being some measurable function. For instance, the estimator of the asymptotic variance \( \delta_\nu^2(f) \) proposed in § 4.1 could be derived from such a functional, that may be seen as a \( U \)-statistic based on observation blocks with kernel \( \omega(B_k, B_l) = (f(B_k) - f(B_l))^2/2 \).
1.6.2 General case

Suppose now that the observed trajectory $X^{(n+1)} = (X_1, \ldots, X_{n+1})$ is drawn from a general Harris positive chain with stationary probability $\mu$ (see § 2.2 for assumptions and notation). Using the split chain, we have the representation of the parameter $\mu(U)$:

$$
\mu(U) = E_{A_M}(\tau_{A_M})^{-2}E_{A_M}(\omega_U(B_1, B_2)).
$$

Using the pseudo-blocks $\tilde{B}_l$, $1 \leq l \leq \tilde{l}_n - 1$, as constructed in § 3.2, we consider the sequence of renormalizing constants for $T_n$:

$$
\tilde{\Sigma}^2_n = 4(\hat{\tau}_n/n)^3 \tilde{\sigma}^2_{U, \hat{\tau}_n-1},
$$

with

$$
\tilde{\sigma}^2_{U, \hat{\tau}_n-1} = (\hat{\tau}_n - 2)(\hat{\tau}_n - 3)^{-2} \sum_{k=1}^{\hat{\tau}_n-1} [ (\hat{\tau}_n - 2)^{-1} \sum_{l=1, k \neq l}^{\hat{\tau}_n-1} \omega_U(\tilde{B}_k, \tilde{B}_l)]^2,
$$

$$
\hat{\tau}_{\hat{\tau}_n-1} = \frac{2}{(\hat{\tau}_n - 1)(\hat{\tau}_n - 2)} \sum_{1 \leq k < l \leq \hat{\tau}_n - 1} \omega_U(\tilde{B}_k, \tilde{B}_l).
$$

We also introduce the $U$-statistic computed from the first approximate regeneration time and the last one:

$$
\hat{T}_n = \frac{2}{n(n-1)} \sum_{1 + \tau_A(1) \leq i < j \leq \tau_A(\tilde{l}_n)} U(X_i, X_j),
$$

with $\tilde{n} = \tilde{\tau}_A(\tilde{l}_n) - \tilde{\tau}_A(1)$. Let us define the bootstrap counterparts $T^*_n$ and $\Sigma^*_n$ of $\hat{T}_n$ and $\hat{\Sigma}^2_n$ constructed from the pseudo-blocks via Algorithm 5. Although approximate blocks are used here instead of the (unknown) regenerative ones $B_l$, $1 \leq l \leq l_n - 1$, asymptotic normality still holds under appropriate assumptions, as shown by the theorem below, which we state in the only case when the kernel $U$ is bounded (with the aim to make the proof simpler).

**Theorem 10.** Suppose that the kernel $U(x, y)$ is bounded and that $\mathcal{H}_2$, $\mathcal{H}_3$, $\mathcal{H}_4$ are fulfilled, as well as (i)-(iii) for $s = 4$. Then we have as $n \to \infty$,

$$
\hat{\Sigma}^2_n \to \Sigma^2 = 4E_{A_M}(\tau_{A_M})^{-3}E_{A_M}(\omega_U^{(1)}(B_1)^2), \quad \text{in } \mathbb{P}_\nu-	ext{pr}.
$$

Moreover as $n \to \infty$, under $\mathbb{P}_\nu$ we have the convergence in distribution

$$
n^{1/2} \hat{\Sigma}^{-1}_n(T_n - \mu(U)) \Rightarrow \mathcal{N}(0, 1),
$$

as well as the asymptotic validity of the ARBB counterpart

$$
\sup_{x \in \mathbb{R}}|\mathbb{P}^*(\sqrt{n}(T^*_n - \hat{T}_n))/\hat{\Sigma}^*_n \leq x) - \mathbb{P}_\nu(\sqrt{n}(\hat{T}_n - \mu(U))/\hat{\Sigma}_n \leq x)| \xrightarrow{\mathbb{P}_n} 0.
$$
Proof. By applying the results of § 6.1 to the split chain, we get that the variance of the limiting (normal) distribution of \( \sqrt{n}(T_n - \mu(U)) \) is \( \Sigma^2 = 4\mathbb{E}_{A_M}(\tau_{A_M})^{-3}\mathbb{E}_{A_M}(\omega_U^{(1)}(B_1)^2) \). The key point of the proof consists in considering an appropriate coupling between \((X_i, Y_i)\) and \((\hat{X}_i, \hat{Y}_i)\) for \(1 \leq i \leq n\) (or equivalently between the sequence of \( \hat{X}_i \)) and \( \hat{Y}_i \), and the sequence of approximate ones), so as to control the deviation between functionals constructed from the regeneration blocks and their counterparts based on the approximate ones. The coupling considered here is the same as the one used in the proof of Theorem 3.1 in [10] (refer to the latter article for a detailed construction). We shall now evaluate how \( \hat{\sigma}^2_{U, \hat{\tau}_n-1} \) differs from \( \sigma^2_{U, \hat{\tau}_n-1} \), its counterpart based on the \( \hat{\tau}_n \) regeneration blocks. Observe first that

\[
T_n = \frac{\hat{n}(\hat{n} - 1)}{n(n - 1)} \hat{T}_n^{(0)} + \hat{T}_n^{(0)} + \hat{T}_n^{(n)} + \hat{\Delta}_n,
\]

where

\[
\hat{T}_n^{(0)} = \frac{2}{n(n - 1)} \sum_{1 \leq k \leq \hat{\tau}_n - 1} \omega_U(\hat{B}_k, \hat{B}_0),
\]

\[
\hat{T}_n^{(n)} = \frac{2}{n(n - 1)} \sum_{0 \leq k \leq \hat{\tau}_n - 1} \omega_U(\hat{B}_k, \hat{B}_l^{(n)}),
\]

\[
\hat{\Delta}_n = \frac{1}{n(n - 1)} \sum_{k = 0}^{\hat{\tau}_n - 1} \omega_U(\hat{B}_k, \hat{B}_k^{(n)}) + \omega_U(\hat{B}_l^{(n)}, \hat{B}_l^{(n)}) - \sum_{i = 1}^{\hat{n}} U(X_i, X_i).
\]

Now following line by line the proof of lemma 5.2 in [10], we obtain that, as \( n \to \infty \), \( \hat{n}/n - 1 = O_{\mathbb{P}_v}(1) \), \( \Delta_n - \Delta_n \), \( \hat{T}_n^{(0)} - \hat{T}_n^{(0)} \), and \( \hat{T}_n^{(n)} - \hat{T}_n^{(n)} \) are \( O_{\mathbb{P}_v}(n^{-1}) \). It follows thus that \( \hat{T}_n = T_n + o_{\mathbb{P}_v}(n^{-1/2}) \) as \( n \to \infty \), and \( \sqrt{n}(T_n - \mu(U)) \) is asymptotically normal with variance \( \Sigma^2 \). The same limit results is straightforwardly available then for the Bootstrap version by standard regenerative arguments. Furthermore, by Lemma 5.3 in [10] we have \( |\hat{\tau}_n/n - \hat{\tau}_n/n| = O_{\mathbb{P}_v}(\alpha_n^{-1/2}) \) as \( n \to \infty \), and thus \( \hat{\tau}_n/n \to \mathbb{E}_{A_M}(\tau_{A_M})^{-1} \) in \( \mathbb{P}_\nu \)-pr. as \( n \to \infty \). It then follows by simple (especially when \( U \) is bounded) but tedious calculations that \( \Sigma^2_n - \Sigma^2_n = D_n + o_{\mathbb{P}_v}(1) \) as \( n \to \infty \), with

\[
D_n = 4\left(l_n/n\right)^3 \sum_{i = 1}^{\hat{\tau}_n - 1} \left( \frac{1}{\hat{\tau}_n - 2} \sum_{j = 1, j \neq i}^{\hat{\tau}_n - 1} \omega_U(\hat{B}_i, \hat{B}_j) \right)^2
\]

\[
- \sum_{i = 1}^{\hat{\tau}_n - 1} \left( \frac{1}{\hat{\tau}_n - 2} \sum_{j = 1, j \neq i}^{\hat{\tau}_n - 1} \omega_U(\hat{B}_i, \hat{B}_j) \right)^2.
\]

Now set \( \bar{g}_n(\hat{B}_i) = (\hat{\tau}_n - 2)^{-1} \sum_{j = 1, j \neq i}^{\hat{\tau}_n - 1} \omega_U(\hat{B}_i, \hat{B}_j) \) for \( i \in \{1, ..., \hat{\tau}_n - 1\} \) and \( g_n(B_i) = (n - 2)^{-1} \sum_{j = 1, j \neq i}^{n - 1} \omega_U(B_i, B_j) \) for \( i \in \{1, ..., n - 1\} \). By standard arguments on \( U \)-statistics (see for instance [46] and the references therein) and using once again lemma 5.1 and 5.2 in [9], we have uniformly in \( i \in
\{1, \ldots, \hat{t}_n - 1\} \text{ (resp. in } i \in \{1, \ldots, \hat{t}_n - 1\}\text{)}, \ \hat{g}_n(\hat{B}_i) = \omega^{(1)}_{U}(\hat{B}_i) + o_{P_{\nu}}(1) \text{ (resp. } g_n(B_i) = \omega^{(1)}_{U}(B_i) + o_{P_{\nu}}(1) \text{)} \text{ as } n \to \infty. \text{ Such uniform bounds are facilitated by the boundedness assumption on } U, \text{ but one may expect that with refined computations the same results could be established for unbounded kernels. It follows that as } n \to \infty,

\Delta_n = 4(l_n/n)^3\hat{t}_{n-1}^{-1}\sum_{i=1}^{\hat{t}_{n-1}}\omega^{(1)}_{U}(\hat{B}_i)^2 - l_{n-1}^{-1}\sum_{i=1}^{l_{n-1}}\omega^{(1)}_{U}(B_i)^2 + o_{P_{\nu}}(1).

The first term in the right hand side is also \(o_{P_{\nu}}(1)\) by lemma 5.2 in [10]. The proof of the asymptotic validity of the Bootstrap version is established by following the preceding lines: it may be easily checked by first reducing the problem to a sum and following the proof of Theorem 3.3 in [10]. As in the i.i.d case, this asymptotic result essentially boils down then to check that the empirical moments converge to the theoretical ones. This can be done by adapting standard SLLN arguments for \(U\)-statistics.

\section*{1.7 Robust functional parameter estimation}

Extending the notion of influence function and/or robustness to the framework of general time series is a difficult task (see [51] or [59]). Such concepts are important not only to detect "outliers" among the data or influential observations but also to generalize the important notion of efficient estimation in semiparametric frameworks (see the recent discussion in [13] for instance). In the markovian setting, a recent proposal based on martingale approximation has been made by [61]. Here we propose an alternative definition of the influence function based on the (approximate) regeneration blocks construction, which is easier to manipulate and immediately leads to central limit and convolution theorems.

\subsection*{1.7.1 Defining the influence function on the torus}

The leitmotiv of this paper is that most parameters of interest related to Harris chains are functionals of the distribution \(L\) of the regenerative blocks (observe that \(L\) is a distribution on the torus \(T = \bigcup_{n \geq 1} E^n\)), namely the distribution of \((X_1, \ldots, X_{\tau_A})\) conditioned on \(X_0 \in A\) when the chain possesses an atom \(A\), or the distribution of \((X_1, \ldots, X_{\tau_{A,M}})\) conditioned on \((X_0, Y_0) \in A_M\) in the general case when one considers the split chain (refer to section 2 for assumptions and notation, here we shall omit the subscript \(A\) and \(M\) in what follows to make the notation simpler). In view of Theorem 2.1, this is obviously true in the positive recurrent case for any functional of the stationary law \(\mu\). But, more generally, the probability distribution \(P_\nu\) of the Markov chain \(X\) starting from \(\nu\) may be decomposed as follows: \(P_\nu((X_n)_{n \geq 1}) = L_\nu((X_1, \ldots, X_{\tau_{A(1)}})) \prod_{k=1}^{\infty} L((X_{1+\tau_A(k)}, \ldots, X_{\tau_A(k+1)}))\),
denoting by $\mathcal{L}_\nu$ the distribution of $(X_1, \ldots, X_{\tau_A})$ conditioned on $X_0 \sim \nu$. Thus any functional of the law of $(X_n)_{n \geq 1}$ may be seen as a functional of $(\mathcal{L}_\nu, \mathcal{L})$. However, pointing out that the distribution of $\mathcal{L}_\nu$ cannot be estimated in most cases encountered in practice, only functionals of $\mathcal{L}$ are of practical interest. The object of this subsection is to propose the following definition of the influence function for such functionals. Let $\mathcal{P}_T$ denote the set of all probability measures on the torus $T$ and for any $b \in T$, set $l(b) = k$ if $b \in E^k$, $k \geq 1$. We then have the following natural definition, that straightforwardly extends the classical notion of influence function in the i.i.d. case, with the important novelty that distributions on the torus are considered here.

**Definition 1.** Let $T : \mathcal{P}_T \to \mathbb{R}$ be a functional on $\mathcal{P}_T$. If for $\mathcal{L}$ in $\mathcal{P}_T$, $t^{-1}(T((1 - t)\mathcal{L} + t\delta_b) - T(\mathcal{L}))$ has a finite limit as $t \to 0$ for any $b \in T$, then the influence function $T^{(1)}$ of the functional $T$ is well defined, and by definition one has for all $b$ in $T$,

$$T^{(1)}(b, \mathcal{L}) = \lim_{t \to 0} \frac{T((1 - t)\mathcal{L} + t\delta_b) - T(\mathcal{L})}{t}.$$  

(1.30)

### 1.7.2 Some examples

The relevance of this definition is illustrated through the following examples, which aim to show how easy it is to adapt known calculations of influence function on $\mathbb{R}$ to this framework.

a) Suppose that $X$ is positive recurrent with stationary distribution $\mu$. Let $f : E \to \mathbb{R}$ be $\mu$-integrable and consider the parameter $\mu_0(f) = \mathbb{E}_\mu(f(X))$. Denote by $B$ a r.v. valued in $T$ with distribution $\mathcal{L}$ and observe that $\mu_0(f) = \mathbb{E}_\mathcal{L}(f(B))/\mathbb{E}_\mathcal{L}(l(B)) = T(\mathcal{L})$ (recall the notation $f(b) = \sum_{i=1}^{l(b)} f(b_i)$ for any $b \in T$). A classical calculation for the influence function of ratios yields then

$$T^{(1)}(b, \mathcal{L}) = \frac{d}{dt} (T((1 - t)\mathcal{L} + t\delta_b)|_{t=0} = \frac{f(b) - \mu(f)l(b)}{\mathbb{E}_\mathcal{L}(l(B))}.$$  

Notice that $\mathbb{E}_\mathcal{L}(T^{(1)}(B, \mathcal{L})) = 0$.

b) Let $\theta$ be the unique solution of the equation: $\mathbb{E}_\mu(\psi(X, \theta)) = 0$, where $\psi : \mathbb{R}^2 \to \mathbb{R}$ is $C^2$. Observing that it may be rewritten as $\mathbb{E}_\mathcal{L}(\psi(B, \theta)) = 0$, a similar calculation to the one used in the i.i.d. setting (if differentiating inside the expectation is authorized) gives in this case

$$T^{(1)}_{\psi}(b, \mathcal{L}) = -\frac{\psi(b, \theta)}{\mathbb{E}_\mathcal{A}(\sum_{i=1}^{\tau_A} \frac{\partial \psi(X, \theta)}{\partial \theta})}.$$  

By definition of $\theta$, we naturally have $\mathbb{E}_\mathcal{L}(T^{(1)}_{\psi}(B, \mathcal{L})) = 0$.

c) Assuming that the chain takes real values and its stationary law $\mu$ has zero mean and finite variance, let $\rho$ be the correlation coefficient between consecutive observations under the stationary distribution:
\[
\rho = \frac{\mathbb{E}_\mu(X_nX_{n+1})}{\mathbb{E}_\mu(X_n^2)} = \frac{\mathbb{E}_A(\sum_{n=1}^N X_nX_{n+1})}{\mathbb{E}_A(\sum_{n=1}^N X_n^2)}.
\]

For all \( b \) in \( T \), the influence function is
\[
T^{(1)}_\rho(b, \mathcal{L}) = \frac{\sum_{i=1}^{l(b)} (b_{i+1} - \rho b_i)}{\mathbb{E}_A(\sum_{i=1}^{l} X_{j}^2)},
\]
and one may check that \( \mathbb{E}_\mathcal{L}(T^{(1)}_\rho(B, \mathcal{L})) = 0 \).

d) It is now possible to reinterpret the results obtained for \( U \)-statistics in section 6. With the notation above, the parameter of interest may be rewritten
\[
\mu(U) = \mathbb{E}_\mathcal{L}(l(B))^{-2}\mathbb{E}_{\mathcal{L} \times \mathcal{L}}(U(B_1, B_2)),
\]
yielding the influence function: \( \forall b \in T \),
\[
\mu^{(1)}(b, \mathcal{L}) = 2\mathbb{E}_{\mathcal{L}}(l(B))^{-2}\mathbb{E}_\mathcal{L}(\tilde{w}_U(B_1, B_2)|B_1 = b).
\]

### 1.7.3 Main results

In order to lighten the notation, the study is restricted to the case when \( X \) takes real values, i.e. \( E \subset \mathbb{R} \), but straightforwardly extends to a more general framework. Given an observed trajectory of length \( n \), natural empirical estimates of parameters \( T(\mathcal{L}) \) are of course the plug-in estimators \( \tilde{T}(\mathcal{L}_n) \) based on the empirical distribution of the observed regeneration blocks \( \mathcal{L}_n = (l_n - 1)^{-1} \sum_{j=1}^{l_n-1} \delta_{\mathcal{B}_j} \in \mathcal{P}_T \) in the atomic case, which is defined as soon as \( l_n \geq 2 \) (notice that \( \mathbb{P}_n(l_n \leq 1) = O(n^{-1}) \) as \( n \to \infty \), if \( H_0(1, \nu) \) and \( H_0(2) \) are satisfied). For measuring the closeness between \( \mathcal{L}_n \) and \( \mathcal{L} \), consider the bounded Lipschitz type metric on \( \mathcal{P}_T \)
\[
d_{BL}(\mathcal{L}, \mathcal{L}') = \sup_{f \in \text{Lip}_1^+} \{ \int f(b)\mathcal{L}(db) - \int f(b)\mathcal{L}'(db) \},
\]
for any \( \mathcal{L}, \mathcal{L}' \) in \( \mathcal{P}_T \), denoting by \( \text{Lip}_1^+ \) the set of functions \( F : T \to \mathbb{R} \) of type \( F(b) = \sum_{i=1}^{l(b)} f(b_i) \), \( b \in T \), where \( f : E \to \mathbb{R} \) is such that \( \sup_{x \in E} |f(x)| \leq 1 \) and is 1-Lipschitz. Other metrics (of Zolotarev type for instance, cf [68]) may be considered. In the general Harris case (refer to § 3.2 for notation), the influence function based on the atom of the split chain, as well as the empirical distribution of the (unobserved) regeneration blocks have to be approximated to be of practical interest. Once again, we shall use the approximate regeneration blocks \( \tilde{B}_1, ..., \tilde{B}_{\tilde{l}_n-1} \) (using Algorithm 2, 3) in the general case and consider
\[
\tilde{\mathcal{L}}_n = (\tilde{l}_n - 1) \sum_{j=1}^{\tilde{l}_n-1} \delta_{\tilde{B}_j},
\]
when \( \tilde{l}_n \geq 2 \). The following theorem provides an asymptotic bound for the error committed by replacing the empirical distribution \( \mathcal{L}_n \) of the ”true” regeneration blocks by \( \tilde{\mathcal{L}}_n \), when measured by \( d_{BL} \).
Theorem 11. Under $\mathcal{H}_d'(4), \mathcal{H}_d'(4, \nu), \mathcal{H}_2, \mathcal{H}_3$ and $\mathcal{H}_4$, we have

$$d_{BL}(L_n, \hat{L}_n) = O(\alpha_n^{1/2}), \text{ as } n \to \infty.$$ And if in addition $d_{BL}(L_n, L) = O(n^{-1/2})$ as $n \to \infty$, then

$$d_{BL}(L_n, \hat{L}_n) = O(\alpha_n^{1/2}n^{-1/2}), \text{ as } n \to \infty.$$ Proof. With no loss of generality, we assume the $X_i$’s centered. From lemma 5.3 in [10], we have $l_n^i/I_n^i - 1 = O_p(\alpha_n^{1/2})$ as $n \to \infty$. Besides, writing

$$d_{BL}(L_n, \hat{L}_n) \leq \frac{\{n - 1\}}{\{n - 1\}} \sup_{f \in \text{Lip}_1} \left| \frac{1}{\{n - 1\}} \sum_{j=1}^{n-1} f(B_j) \right|$$

$$+ \frac{n}{\{n - 1\}} \sup_{f \in \text{Lip}_1} |n^{-1} \sum_{j=1}^{n-1} f(B_j) - n^{-1} \sum_{j=1}^{n-1} f(\hat{B}_j)|, \quad (1.32)$$

and observing that $\sup_{f \in \text{Lip}_1} |(l_n - 1)^{-1} \sum_{j=1}^{n-1} f(B_j)| \leq 1$, we get that the first term in the right hand side is $O_{P_e}(\alpha_n^{1/2})$ as $n \to \infty$. Now as $\sup_{x \in E} |f(x)| \leq 1$, we have

$$\left| n^{-1} \sum_{j=1}^{n} f(B_j) - \sum_{j=1}^{\hat{n}} f(\hat{B}_j) \right| \leq n^{-1} (|\hat{\tau}_{AM}(1) - \tau_{AM}(1)| + |\hat{\tau}_{AM}(\hat{n}) - \tau_{AM}(\hat{n})|),$$

and from lemma 5.1 in by [9], the term in the right hand side is $o_{P_e}(n^{-1})$ as $n \to \infty$. We thus get

$$d_{BL}(L_n, \hat{L}_n) \leq \alpha_n^{1/2} d_{BL}(L_n, L) + o_{P_e}(n^{-1}), \text{ as } n \to \infty.$$ And this completes the proof.

Given the metric on $\mathcal{P}_T$ defined by $d_{BL}$, we consider now the Fréchet differentiability for functionals $T : \mathcal{P}_T \to \mathbb{R}$.

Definition 2. We say that $T$ is Fréchet-differentiable at $L_0 \in \mathcal{P}_T$, if there exists a linear operator $DT^{(1)}_{L_0}$ and a function $e^{(1)}(. , L_0) : \mathbb{R} \to \mathbb{R}$, continuous at 0 with $e^{(1)}(0, L_0) = 0$, such that:

$$\forall \mathcal{L} \in \mathcal{P}_T, T(\mathcal{L}) - T(L_0) = D^{(1)}_{L_0}(\mathcal{L} - L_0) + R^{(1)}(\mathcal{L}, L_0),$$

with $R^{(1)}(\mathcal{L}, L_0) = d_{BL}(\mathcal{L}, L_0)e^{(1)}(d_{BL}(\mathcal{L}, L_0), L_0)$. Moreover, $T$ is said to have a canonical gradient (or influence function) $T^{(1)}(., L_0)$, if one has the following representation for $DT^{(1)}_{L_0}$:

$$\forall \mathcal{L} \in \mathcal{P}_T, DT^{(1)}_{L_0}(\mathcal{L} - L_0) = \int_T T^{(1)}(b, L_0) \mathcal{L}(db).$$
Now it is easy to see that from this notion of differentiability on the torus one may directly derive CLT’s, provided the distance $d(\mathcal{L}_n, \mathcal{L})$ may be controlled.

**Theorem 12.** In the regenerative case, if $T : \mathcal{P}_T \to \mathbb{R}$ is Fréchet differentiable at $\mathcal{L}$ and $d_{BL}(\mathcal{L}_n, \mathcal{L}) = o_p(n^{-1/2})$ (or $R^{(1)}(\mathcal{L}_n, \mathcal{L}) = o_p(n^{-1/2})$) as $n \to \infty$, and if $E_A(\tau_A) < \infty$ and $0 < \text{Var}_A(T^{(1)}(B_1, \mathcal{L})) < \infty$ then under $\mathbb{P}_\nu$,

$$n^{1/2}(T(\mathcal{L}_n) - T(\mathcal{L})) \Rightarrow \mathcal{N}(0, E_A(\tau_A)\text{Var}_A(T^{(1)}(B_1, \mathcal{L}))), \text{ as } n \to \infty.$$  

In the general Harris case, if the split chain satisfies the assumptions above (with $A$ replaced by $A_M$), under the assumptions of Theorem 11, as $n \to \infty$ we have under $\mathbb{P}_\nu$,

$$n^{1/2}(T(\mathcal{L}_n) - T(\mathcal{L})) \Rightarrow \mathcal{N}(0, E_{A_M}(\tau_{A_M})\text{Var}_{A_M}(T^{(1)}(B_1, \mathcal{L}))).$$

The proof is straightforward and left to the reader. Observe that if one renormalizes by $l_n^{1/2}$ instead of renormalizing by $n^{1/2}$ in the atomic case (resp., by $\overline{l}_n^{1/2}$ in the general case), the asymptotic distribution would be simply $\mathcal{N}(0, \text{Var}_A(T^{(1)}(B_1, \mathcal{L}))$ (resp., $\text{Var}_{A_M}(T^{(1)}(B_1, \mathcal{L}))$, which depends on the atom chosen (resp. on the parameters of condition $\mathcal{M}$).

Then going back to the preceding examples, we straightforwardly deduce the following results.

a) Noticing that $n^{1/2}/l_n^{1/2} \to E_A(\tau_A)^{1/2}$ $\mathbb{P}_\nu$-a.s. as $n \to \infty$, we immediately get that under $\mathbb{P}_\nu$, as $n \to \infty$,

$$n^{1/2}(\mu_n(f) - \mu(f)) \Rightarrow \mathcal{N}(0, E_A(\tau_A)^{-1}\text{Var}_A(\sum_{i=1}^{\tau_A}(f(X_i) - \mu(f)).$$

b) In a similar fashion, under smoothness assumptions ensuring Fréchet differentiability, the $M$-estimator $\hat{\theta}_n$ being the (unique) solution of the block-estimating equation

$$\sum_{i=\tau_A+1}^{\tau_A(l_n)} \psi(X_i, \theta) = \sum_{j=1}^{l_n} \sum_{i=\tau_A(j+1)}^{\tau_A(j+1)} \psi(X_i, \theta) = 0,$$

we formally obtain that, if $E_A(\sum_{i=1}^{\tau_A} \frac{\partial \psi(X_i, \theta)}{\partial \theta}) \neq 0$ and $\theta$ is the true value of the parameter, then under $\mathbb{P}_\nu$, as $n \to \infty$,

$$n^{1/2}(\hat{\theta}_n - \theta) \Rightarrow \mathcal{N}(0, \left[\frac{E_A(\sum_{i=1}^{\tau_A} \frac{\partial \psi(X_i, \theta)}{\partial \theta})}{E_A(\tau_A)}\right]^{-2}\text{Var}_A(\sum_{i=1}^{\tau_A} \psi(X_i, \theta)).$$

Observe that both factors in the variance are independent from the atom $A$ chosen. It is worth noticing that, by writing the asymptotic variance in this way, as a function of the distribution of the blocks, a consistent estimator for the latter is readily available, from the (approximate) regeneration blocks. Examples c) and d) may be treated similarly.
Remark 8. The concepts developed here may also serve as a tool for robustness purpose, for deciding whether a specific data block has an important influence on the value of some given estimate or not, and/or whether it may be considered as "outlier". The concept of robustness we introduce is related to blocks of observations, instead of individual observations. Heuristically, one may consider that, given the regenerative dependency structure of the process, a single suspiciously outlying value at some time point \( n \) may have a strong impact on the trajectory, until the (split) chain regenerates again, so that not only this particular observation but the whole "contaminated" segment of observations should be eventually removed. Roughly stated, it turns out that examining (approximate) regeneration blocks as we propose before, allows to identify more accurately outlying data in the sample path, as well as their nature (in the time series context, different type of outliers may occur, such as additive or innovative outliers). By comparing the data blocks (their length, as well as the values of the functional of interest on these blocks) this way, one may detect the ones to remove eventually from further computations.

1.8 Some extreme values statistics

We now turn to statistics related to the extremal behaviour of functionals of type \( f(X_n) \) in the atomic positive Harris recurrent case, where \( f : (E, \mathcal{E}) \to \mathbb{R} \) is a given measurable function. More precisely, we shall focus on the limiting distribution of the maximum \( M_n(f) = \max_{1 \leq i \leq n} f(X_i) \) over a trajectory of length \( n \), in the case when the chain \( X \) possesses an accessible atom \( A \) (see [3] and the references therein for various examples of such processes \( X \) in the area of queuing systems and a theoretical study of the tail properties of \( M_n(f) \) in this setting).

**Submaxima over regeneration blocks**

For \( j \geq 1 \), we define the "submaximum" over the \( j \)-th cycle of the sample path:

\[
\zeta_j(f) = \max_{1+\tau_A(j) \leq i \leq \tau_A(j+1)} f(X_i).
\]

The \( \zeta_j(f) \)'s are i.i.d. r.v.'s with common d.f. \( G_f(x) = \mathbb{P}(\zeta_1(f) \leq x) \). The following result established by [75] shows that the limiting distribution of the sample maximum of \( f(X) \) is entirely determined by the tail behaviour of the d.f \( G_f \) and relies on the crucial observation that the maximum value \( M_n(f) = \max_{1 \leq i \leq n} f(X_i) \) over a trajectory of length \( n \), may be expressed in terms of "submaxima" over regeneration blocks as follows

\[
M_n(f) = \max(\zeta_0(f), \max_{1 \leq j \leq \lfloor n \rfloor - 1} \zeta_j(f), \zeta_n(f)),
\]

where \( \zeta_0(f) = \max_{1 \leq i \leq \tau_A} f(X_i) \) and \( \zeta_n(f) = \max_{1+\tau_A(n) \leq i \leq n} f(X_i) \) denote the maxima over the non regenerative data blocks, and with the usual convention that the maximum over an empty set equals \(-\infty\).
Proposition 4. (see [75]). Let $\alpha = \mathbb{E}_A(\tau_A)$ be the mean return time to the atom $A$. Under the assumption (A1) that the first (non-regenerative) block does not affect the extremal behaviour, i.e. $\mathbb{P}_\nu(\zeta_0(f) > \max_{1 \leq k \leq l} \zeta_k(f)) \to 0$ as $l \to \infty$, we have

$$\sup_{x \in \mathbb{R}} | \mathbb{P}_\nu(M_n(f) \leq x) - G_f(x)^{n/\alpha} | \to 0, \text{ as } n \to \infty. \quad (1.33)$$

Hence, as soon as condition (A1) is fulfilled, the asymptotic behaviour of the sample maximum may be deduced from the tail properties of $G_f$. In particular, the limiting distribution of $M_n(f)$ (for a suitable normalization) is the extreme df $H_\xi(x)$ of shape parameter $\xi \in \mathbb{R}$ (with $H_\xi(x) = \exp(-x^{-1/\xi})\mathbb{I}\{x > 0\}$ when $\xi > 0$, $H_\xi(x) = \exp(-\exp(-x))$ and $H_\xi(x) = \exp((-x)^{-1/\xi})\mathbb{I}\{x < 0\}$ if $\xi < 0$) iff $G_f$ belongs to the maximum domain of attraction MDA($H_\xi$) of the latter df (refer to [69] for basics in extreme value theory). Thus, when $G_f \in \text{MDA}(H_\xi)$, there are sequences of norming constants $a_n$ and $b_n$ such that $G_f(a_n x + b_n)n \to H_\xi(x)$ as $n \to \infty$, we then have $\mathbb{P}_\nu(M_n(f) \leq a_n x + b_n) \to H_\xi(x)$ as $n \to \infty$, with $a_n = a_n/\alpha$.\[1.34\]

Tail estimation based on submaxima over regeneration blocks

In the case when assumption (A1) holds, one may straightforwardly derive from (1.33) estimates of $H_{f, n}(x) = \mathbb{P}_\nu(M_n(f) \leq x)$ as $n \to \infty$ based on the observation of a random number of submaxima $\zeta_j(f)$ over a sample path, as proposed in [36]:

$$\hat{H}_{f, n, l}(x) = (\hat{G}_{f, n}(x))^l,$$

with $1 \leq l \leq l_n$ and denoting by $\hat{G}_{f, n}(x) = \frac{1}{l_n - 1} \sum_{i=1}^{l_n - 1} \mathbb{I}\{\zeta_j(f) \leq x\}$ the empirical df of the $\zeta_j(f)$'s (with $\hat{G}_{f, n}(x) = 0$ by convention when $l_n \leq 1$). We have the following limit result (see also Proposition 3.6 in [36] for a different formulation, stipulating the observation of a deterministic number of regeneration cycles).

Proposition 5. Let $(u_n)$ be such that $n(1 - G_f(u_n))/\alpha \to \eta < \infty$ as $n \to \infty$. Suppose that assumptions $\mathcal{H}_0(1, \nu)$ and (A1) holds, then $H_{f, n}(u_n) \to \exp(-\eta)$ as $n \to \infty$. And let $N_n \in \mathbb{N}$ such that $N_n/n^2 \to 0$ as $n \to \infty$, then we have

$$\hat{H}_{f, N_n, u_n}(x) = H_{f, n}(u_n), \text{ as } n \to \infty. \quad (1.34)$$

Moreover if $N_n/n^{2+\rho} \to \infty$ as $n \to \infty$ for some $\rho > 0$, this limit result also holds $\mathbb{P}_\nu$- a.s. .

Proof. First, the convergence $H_{f, n}(u_n) \to \exp(-\eta)$ as $n \to \infty$ straightforward follows from Proposition 8.1. Now we shall show that $l_n(1 - \hat{G}_{f, N_n}(u_n)) \to \eta$ in $\mathbb{P}_\nu$-pr. as $n \to \infty$. As $l_n/n \to \alpha^{-1} \mathbb{P}_\nu$ a.s. as $n \to \infty$ by the SLLN, it thus suffices to prove that

$$n(G_f(u_n) - \hat{G}_{f, N_n}(u_n)) \to 0 \text{ in } \mathbb{P}_\nu - \text{pr. as } n \to \infty. \quad (1.35)$$
Write
\[ n(G_f(u_n) - \tilde{G}_f, N_n(u_n)) = \frac{N_n}{l_{N_n} - 1} \sum_{j=1}^{l_{N_n} - 1} \{I\{\zeta_j(f) \leq u_n\} - G_f(u_n)\}, \]
and observe that
\[ \frac{N_n}{l_{N_n} - 1} \to \alpha, \mathbb{P}_\nu \text{-a.s. as } n \to \infty \text{ by the SLLN again.} \]

Besides, from the argument of Theorem 15 in [26], we easily derive that there exist constants \( C_1 \) and \( C_2 \) such that for all \( \epsilon > 0 \), \( n \in \mathbb{N} \)
\[ \mathbb{P}_\nu \left( \left| \sum_{j=1}^{l_{N_n} - 1} \{I\{\zeta_j(f) \leq u_n\} - G_f(u_n)\} \right| \geq \epsilon \right) \leq C_1 \exp(-C_2 \epsilon^2/N_n) + \mathbb{P}_\nu(\tau_A \geq N_n). \]

From this bound, one immediately establishes (1.35). And in the case when \( N_n = n^{2+\rho} \) for some \( \rho > 0 \), Borell-Cantelli’s lemma, combined with the latter bound shows that the convergence also takes place \( \mathbb{P}_\nu \)-almost surely.

This result indicates that observation of a trajectory of length \( N_n \), with \( n^2 = o(N_n) \) as \( n \to \infty \), is required for estimating consistently the extremal behaviour of the chain over a trajectory of length \( n \). As shall be shown below, it is nevertheless possible to estimate the tail of the sample maximum \( M_n(f) \) from the observation of a sample path of length \( n \) only, when assuming some type of behaviour for the latter, namely under maximum domain of attraction hypotheses. As a matter of fact, if one assume that \( G_f \in MDA(H_\xi) \) for some \( \xi \in \mathbb{R} \), of which sign is \textit{a priori} known, one may implement classical inference procedures (refer to § 6.4 in [32] for instance) from the observed submaxima \( \zeta_1(f), ..., \zeta_n-1(f) \) for estimating the shape parameter \( \xi \) of the extremal distribution, as well as the norming constants \( a_n \) and \( b_n \). We now illustrate this point in the Fréchet case (i.e. when \( \xi > 0 \)), through the example of the Hill inference method.

\textit{Heavy-tailed stationary distribution}

As shown in [75], when the chain takes real values, assumption (A1) is checked for \( f(x) = x \) (for this specific choice, we write \( M_n(f) = M_n, G_f = G, \) and \( \zeta_j(f) = \zeta_j \) in what follows) in the particular case when the chain is stationary, i.e. when \( \nu = \mu \). Moreover, it is known that when the chain is positive recurrent there exists some index \( \theta \), namely the \textit{extremal index} of the sequence \( X = (X_n)_{n \in \mathbb{N}} \) (see Leadbetter & [75] for instance), such that
\[ \mathbb{P}_\mu(M_n \leq x) \sim \frac{F_\mu(x)^{n\theta}}{n}, \quad (1.36) \]
denoting by \( F_\mu(x) = \mu([-\infty, x]) = \alpha^{-1} \mathbb{E}_\mu(\sum_{i=1}^{\tau_A} \mathbb{I}\{X_i \leq x\}) \) the stationary df. In this case, as remarked in [75], if \( (u_n) \) is such that \( n(1 - G(u_n))/\alpha \to \eta < \infty \), we deduce from Proposition 8.1 and (1.36) that
We may then propose a natural estimate of the extremal index $\theta$ based on the observation of a trajectory of length $N$,

$$
\hat{\theta}_N = \frac{\sum_{j=1}^{\lfloor N - 1 \rfloor} I\{\zeta_j > u_n\}}{\sum_{i=1}^{N} I\{X_i > u_n\}},
$$

which may be shown to be consistent (resp., strongly consistent) under $\mathbb{P}_\mu$ when $N = N_n$ is such that $N_n/n^2 \to \infty$ (resp. $N_n/n^{2+\rho} \to \infty$ for some $\rho > 0$) as $n \to \infty$ and $\mathcal{H}_0(2)$ is fulfilled by reproducing the argument of Proposition 9.2. And Proposition 8.1 combined with (1.36) also entails that for all $\xi$ in $\mathbb{R}$,

$$
G \in MDA(H_\xi) \iff F_\mu \in MDA(H_\xi).
$$

**Regeneration-based Hill estimator**

This crucial equivalence holds in particular in the Fréchet case, i.e. for $\xi > 0$. Recall that assuming that a df $F$ belongs to $MDA(H_\xi)$ classically amounts then to suppose that it satisfies the tail regularity condition

$$
1 - F(x) = L(x)x^{-a},
$$

where $a = \xi^{-1}$ and $L$ is a slowly varying function, i.e. a function $L$ such that $L(tx)/L(x) \to 1$ as $x \to \infty$ for any $t > 0$ (cf Theorem 8.13.2 in [14]).

Since the seminal contribution of [45], numerous papers have been devoted to the development and the study of statistical methods in the i.i.d. setting for estimating the tail index $a > 0$ of a regularly varying df. Various inference methods, mainly based on an increasing sequence of upper order statistics, have been proposed for dealing with this estimation problem, among which the popular *Hill estimator*, relying on a conditional maximum likelihood approach. More precisely, based on i.i.d. observations $X_1, \ldots, X_n$ drawn from $F$, the Hill estimator is given by

$$
H_{k,n}^X = (k^{-1} \sum_{i=1}^{k} \ln \frac{X(i)}{X(k+1)})^{-1},
$$

(1.37)

where $X(i)$ denotes the $i$-th largest order statistic of the sample $X^{(n)} = (X_1, \ldots, X_n)$, $1 \leq i \leq n$, $1 \leq k < n$. Strong consistency (cf [28]) of this estimate has been established when $k = k_n \to \infty$ at a suitable rate, namely for $k_n = o(n)$ and $\ln n = o(k_n)$ as $n \to \infty$, as well as asymptotic normality (see [38]) under further conditions on $F$ and $k_n$, $\sqrt{k_n}(H_{k_n,n}^X - a) \Rightarrow \mathcal{N}(0, a^2)$, as $n \to \infty$. Now let us define the *regeneration-based Hill estimator* from the observation of the $l_n - 1$ submaxima $\zeta_1, \ldots, \zeta_{l_n - 1}$, denoting by $\xi(j)$ the $j$-th largest submaximum,
\( \hat{\alpha}_{n, k} = H^\zeta_{k, l_{n-1}} = (k^{-1} \sum_{i=1}^{k} \ln \frac{\zeta(i)}{\zeta(k+1)})^{-1}. \)

Given that \( l_n \to \infty, P_\nu \)-a.s. as \( n \to \infty \), results established in the case of i.i.d. observations straightforwardly extend to our setting (for comparison purpose, see [71] for properties of the classical Hill estimate in dependent settings).

**Proposition 6.** Suppose that \( F_\mu \in MDA(H_{a-1}) \) with \( a > 0 \). Let \( (k_n) \) be an increasing sequence of integers such that \( k_n \leq n \) for all \( n \), \( k_n = o(n) \) and \( \ln \ln n = o(k_n) \) as \( n \to \infty \). Then the regeneration-based Hill estimator is strongly consistent

\[ \hat{\alpha}_{n, k_{n-1}} \to a, \ P_\nu \text{-a.s., as } n \to \infty. \]

Under the further assumption that \( F_\mu \) satisfies the Von Mises condition and that \( k_n \) is chosen accordingly (cf [38]), it is moreover asymptotically normal in the sense that

\[ \sqrt{k_{l_n-1}}(\hat{\alpha}_{n, k_{n-1}} - a) \Rightarrow N(0, a^2) \text{ under } P_\nu, \text{ as } n \to \infty. \]

### 1.9 Concluding remarks

Although we are far from having covered the unifying theme of statistics based on (pseudo-) regeneration for Harris Markov chains, an exhaustive treatment of the possible applications of this methodology being naturally beyond the scope of the present survey article, we endeavoured to present here enough material to illustrate the power of this method. Most of the results reviewed in this paper are very recent (or new) and this line of research is still in development. Now we conclude by making a few remarks raising several open questions among the topics we focussed on, and emphasizing the potential gain that the regeneration-based statistical method could provide in further applications.

- We point out that establishing sharper rates for the 2nd order accuracy of the ARBB when applied to sample mean statistics in the general Harris case presents considerable technical difficulties (at least to us). However, one might expect that this problem could be successfully addressed by refining some of the (rather loose) bounds put forward in the proof. Furthermore, as previously indicated, extending the argument to \( U \)-statistics requires to prove preliminary nonuniform limit theorems for \( U \)-statistics of random vectors with a lattice component.

- In numerous applications it is relevant to consider null recurrent (eventually regenerative) chains: such chains frequently arise in queuing/network systems, related to teletraffic data for instance (see [70] or [37] for example), with heavy-tailed cycle lengths. Hence, exploring the theoretical properties of the (A)RBB for these specific time series provides thus another subject
of further research: as shown by [50], consistent estimates of the transition kernel, as well as rates of convergence for the latter, may still be exhibited for $\beta$-recurrent null chains (i.e. chains for which the return time to an atom is in the domain of attraction of a stable law with $\beta \in [0,1]$ being the stable index), so that extending the asymptotic validity of the (A)RBB distribution in this case seems conceivable.

• Turning to the statistical study of extremes (which matters in insurance and finance applications for instance), a thorough investigation of the asymptotic behaviour of extreme value statistics based on the approximate regeneration blocks remains to be carried out in the general Harris case.

We finally mention ongoing work on empirical likelihood estimation in the markovian setting, for which methods based on (pseudo-) regeneration blocks are expected to provide significant results.
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